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Abstract 
Liquidity is one of the crucial factors in economy which reflects smooth operation of the markets. In a liquid market, traders are able 
to transact large quantities of security quickly with minimal trading cost and price impact. Many researchers have investigated the 
relationship between market liquidity and trading activity of a financial market. According to the existing literature, liquidity can 
measure different market characteristics such as trading time, tightness, depth, and resiliency. There is significant number of liquidity 
measures published in the literature. The main goal of this study is to use a hierarchical clustering algorithm to classify different 
liquidity measures. We examine the relationship between liquidity measures in order to detect commonality and idiosyncrasy among 
them. Then, we estimate the correlation among liquidity measures to quantify similarity between them and this quantity is used to 
develop a hierarchical clustering algorithm. At the end, we analyze the consistency in the structure of the clusters and we conclude 
that, clusters hold the same structure for almost 80% of the stocks in our sample. The data set that we are using for this study is 
NASDAQ High Frequency Trader (HFT) data. This data set contains trading and quoting activities of 26 HFT firms in 120 stocks on 
the Nasdaq exchange for various dates (in millisecond timestamp). 
Keywords: Liquidity; High Frequency Trading; Correlation; Hierarchical Clustering. 

 
 

1 Introduction  
Liquidity is an essential feature of a financial market and it is used as 

an indicator for smooth operation of an economy. In a liquid market, trad-
ers are able to execute large quantities of security quickly with minimal 
trading cost and little price impact. A liquid market might be characterized 
as a continuous market that traders can buy or sell any amount of stock 
immediately (Black (1971), Kyle (1985)). 

A significant amount of literature tries to shed light on the critical role 
of liquidity in finance. In the asset pricing literature, Acharya and Peder-
sen (2005) investigate how assets price is affected by liquidity risk. The 
authors show that the covariance of the security return and liquidity with 
the market return and market liquidity can affect a security's return. 

Amihud and Mendelson (1986) investigate the relationship between 
stock bid and ask spread and stock return. They conclude that return in-
creases with an increase in the spread. Amihud (2002) defines the daily 
ratio of absolute stock return to its dollar volume as an illiquidity measure, 
and it is shown that expected stock returns are an increasing function of 
expected illiquidity. 

Chordia et al.(2001) study the relationship between liquidity and trad-
ing activity in order to analyze how liquidity and trading activity vary over 
different days in a week. The authors use daily data from 1988 to 1998, 

and they show that on Fridays we have lower liquidity and trading activity, 
while Tuesdays show opposite pattern.  Bali et al. (2014) study how mar-
ket reacts to liquidity shocks. The authors conclude that there is a positive 
and significant relation between liquidity shocks and future returns.  

The existing literature shows that liquidity plays an essential role in the 
financial market worldwide. However, liquidity is not directly observable 
in the financial markets, and despite its importance, problems in quantify-
ing liquidity still exist. Defining a globally accepted proxy for liquidity is 
an active area of research. O'Hara (2004) states that even though liquidity 
is a simple concept, it is hard to define it, and there exist a lot of different 
views of liquidity in literature. Furthermore, liquidity is a multidimen-
sional variable that can capture different aspects of a market such as trad-
ing quantity, trading speed, trading cost and price impact (Liu (2006)).  To 
the best of our knowledge, there are over 65 different measures of liquidity 
in literature developed using daily and monthly data. These measures may 
be classified into four categories based on the market feature they capture. 
The first category of the liquidity measures which includes liquidity 
measures such as number of trades, and turnover try to quantify trading 
quantity in the market. Amivest liquidity ratio, used by Cooper et al. 
(1985), Amihud illiquidity measure, Amihud (2002), Kyle lambda (𝜆), in-
troduced by Kyle (1985), and Pastor reversal measure developed by  Pas-
tor and Stambaugh (2001) fall into a second category which captures price 
impact. The third category address the trading cost feature in the market.  

http://www.ibii-us.org/Journals/JMSBI/
http://www.ibii-us.org/Journals/JMSBI/
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For instance, difference between bid and ask price, known as spread, is 
one of the liquidity measures in this category. This group of liquidity 
measures has been studied in multiple papers (Roll (1984), Chordia et al. 
(2001), Acker et al. (2002), Dacorogna et al. (2001)).  Finally, the last 
category of liquidity measures captures trading speed; e.g. Liu (2006) de-
fine a measure which falls into this category.  

 Although a lot of literature propose proxies to quantify liquidity in the 
market, some of the proposed measures suffer from serious shortcomings. 
For instance, among price impact measures, Amihud (2002) measures the 
lack of liquidity by dividing daily return over daily dollar volume. Alt-
hough it is shown by Goyenko et al. (2009) that Amihud measure performs 
better than other measures, the measure cannot consider days without trad-
ing. Although there is no trading, these periods contain quotes which are 
important for a global liquidity measure. Amivest liquidity measure used 
by Cooper et al. (1985), and Amihud et al.(1997) suffer from the same 
issue. The quoted bid-ask spread is a noisy measure of illiquidity ((Lee 
(1993), Brennan and Subrahmanyam (1996)). Lee and Swaminathan 
(2000) show that trading volume, measured by the turnover ratio, is not a 
good indicator for liquidity. High trading volume does not necessarily in-
dicate high liquidity in the financial market especially when we have  sig-
nificant volatility in the market, and this is proven during the flash crash 
on May 6, 2010 ((Van der Merwe (2015)).    

  Most of the measures existing in literature have been constructed us-
ing daily data (low-frequency). One of the reasons for using low-fre-
quency based liquidity measures is saving in computational time com-
pared to high-frequency based liquidity measures (Holden et al. (2014)). 
However, analyzing high-frequency based liquidity measures may provide 
more insight into time variation of liquidity. Therefore, more work is nec-
essary to develop high frequency based liquidity measures.    

Since limit orders play a crucial role in providing liquidity in the mar-
ket, there are some works in the literature that propose liquidity measures 
based on information from a limit order book. For example, Cost of Round 
Trip (CRT), which is defined for any given transaction size, accumulates 
the status of the entire limit order book. This measure can capture the 
depth of a limit order book, and it is shown that CRT is correlated with 
other measures of liquidity such as quoted spread and effective spread (Ir-
vine et al. (2000)). Kang and Zhang (2013) propose a liquidity measure 
which is capable of measuring the dispersion of a limit order book.  

The main goal of this study is to classify the existing liquidity measures 
proposed in the literature into different groups. This classification have 
been done by considering the market feature that each liquidity measure 
captures. We are looking into the classification problem from different 
perspective. Correlation between individual stock liquidity and market li-
quidity, and co-movement between liquidity and other market factors such 
as return have been studied in literature (Von Wyss (2004), Sarr and Lybek 
(2002), Acharya and Pedersen (2005), Vu et al. (2015), and Amihud 
(2002)). In this study, we use the results obtained from the correlation 
analysis to develop a hierarchical clustering algorithm that is capable to 
detect a subset of liquidity measures that are similar to each other. We 
define the concept of the similarity of liquidity measures as a function 
based on Pearson correlation coefficient. Further, we analyze the con-
sistency in the structure of the clusters. We are able to detect liquidity 
measures that introduce inconsistency. We call them problematic liquidity 
measures. We argue that our findings can provide more insight about the 
possible commonality and idiosyncratic feature between different liquid-
ity measures. We perform all the analysis using a high frequency data set, 
so the first steps in our study is to investigate whether calculating the ex-
isting liquidity measures using a high frequency data is feasible. 

 

 This paper is organized as follows.  In section 2, we provide a brief 
mathematical description for the liquidity measures used in this study. 
Also, we illustrate the correlation analysis and the hierarchical clustering 
algorithm used in this research. In section 3, we discuss the results includ-
ing a discussion of the consistency in the structure of the clusters as well. 
We look into the consistency issue using an optimization concept. Finally, 
in section 4, we conclude the paper. 

2 Methodology 
In this section, we illustrate methodologies used in this study. First, we 

discuss the liquidity measures used in this study. Second, we explain the 
methodology used to analyze relation between different liquidity 
measures. Finally, we elaborate how liquidity measures can be classified 
into multiple groups based on the specific similarity function defined in 
this study.  

2.1    Liquidity Measures 
This section provides an overview of liquidity measures studied in lit-

erature. As we mentioned in section 1, there are more than 65 liquidity 
measures introduced in literature and most of them are developed using 
daily or monthly data. In this study, we are not proposing a new liquidity 
measure, but we are interested to analyze existing liquidity measures using 
high frequency data. We look into liquidity measures reviewed by Von 
Wyss (2004). Following same notation used by Von Wyss (2004), liquid-
ity measures are divided into two groups: one-dimensional and multi-di-
mensional. The multi-dimensional liquidity measures are combination of 
multiple one-dimensional liquidity measures. In one-dimensional liquidity 
measures, only one market variable like price or size is used. Mathemati-
cal description of the liquidity measures used in this study is given in Ta-
ble 6. We eliminate from the study all the liquidity measures that are not 
feasible to be calculated using our high frequency data set. 

2.2    Correlation Analysis 
In order to analyze the relation between different liquidity measures, 

we look into correlation among them. Correlation is a measure that quan-
tifies the strength of linear relationship between two quantitative variables 
((Moore and McCabe (1989)). Correlation between individual stock li-
quidity and market liquidity, and co-movement between liquidity and 
other market factors such as return have been studied in literature (Von 
Wyss (2004), Sarr and Lybek (2002), Acharya and Pedersen (2005), Vu 
et al. (2015), and Amihud (2002)). As we mentioned in the previous sec-
tion, we are interested to use results from correlation analysis to classify 
liquidity measures into different groups. We believe that by this method-
ology, we can find a group of liquidity measures that provide same kind 
of information for the market. Therefore, we can reduce number of liquid-
ity measures without loss of information. To achieve this goal, we build a 
correlation matrix for a set of liquidity measures.   

Definition 1. Let denote with 𝑋 = {𝑥𝑖
𝑗} 𝑤ℎ𝑒𝑟𝑒 (𝑖, 𝑗)  ∈

{1, … , 𝑛} × {1, … , 𝑚} a set of 𝑛 × 𝑚 liquidity measures. 𝑚 and  𝑛   de-
note respectively the number of days in our sample data set and the total 
number of liquidity measures used in this study. So, the correlation matrix 
𝐶𝑗  for any given day 𝑗 is a 𝑛 × 𝑛 symmetric matrix whose 𝑝, 𝑞 entry is the 
correlation between a pair of liquidity measures like 𝑥𝑝 and 𝑥𝑞   
where  𝑝, 𝑞 ∈ {1, … , 𝑛}, and it is defined as following: 
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    𝐶𝑗
𝑝𝑞 = {

1          , 𝑖𝑓 𝑝 = 𝑞
𝐶𝑜𝑣(𝑥𝑝,𝑥𝑞)

𝜎𝑥𝑝𝜎𝑥𝑞

, 𝑖𝑓 𝑝 ≠ 𝑞
                                        (1)  

 
where  𝐶𝑜𝑣(𝑥𝑝, 𝑥𝑞) is the covariance between two liquidity measures 

(𝑥𝑝, 𝑥𝑞) and is defined as following: 
 
𝐶𝑜𝑣(𝑥𝑝, 𝑥𝑞) = 𝐸[(𝑥𝑝 − 𝐸[𝑥𝑝])(𝑥𝑞 − 𝐸[𝑥𝑞])]               (2) 
 
and in Equation (1), 𝜎𝑥𝑝

𝑎𝑛𝑑 𝜎𝑥𝑞
 represent the standard deviation for 

𝑥𝑝 𝑎𝑛𝑑 𝑥𝑞  respectively.  
By employing correlation analysis, we are able to detect a set of liquid-

ity measures that have common movement. We use the term commonality 
to describe this pattern1. The reason for using superscript 𝑗 in our notation 
is that we are interested to analyze the structure of the correlation matrix 
during our sample period. More details are presented in section 3.4. 

2.3   Clustering Algorithm 
In order to reduce sample space of the liquidity measures without losing 

any information, we use a clustering algorithm to partition liquidity 
measures into multiple groups. Clustering algorithms have been used in 
different research areas. The main purpose of these algorithms is to parti-
tion data points into some groups so that the points within each group are 
similar to each other, and the points from different groups are dissimilar 
(Tan et al. (2006)). Various clustering algorithms have been developed 
based on how a similarity between data points is measured (Ketchen and 
Shook (1996), Jain and Dubes (1988), Xu et al. (2005)).  In addition to 
defining a similarity measure, most of these algorithms require a prior 
knowledge of the number of clusters that we want to divide the data points. 
For instance, in k-means algorithm, we need to define k which is the num-
ber of clusters. On the other hand, there exist some algorithms that do not 
require any information about the number of clusters in advance. For ex-
ample, hierarchical clustering algorithms have this property. The result of 
a hierarchical clustering algorithm can be presented by a dendrogram 
(tree-like visual representation). Since, in this study we use a hierarchical 
clustering algorithm, we provide more details about this algorithm in the 
following section. 

2.3.1   Hierarchical Clustering  

 First step in implementing a hierarchical clustering algorithm is to de-
fine a measure that can quantify similarity or dissimilarity among data 
points. In general, the scientific question that researchers try to address is 
a key factor in determining the dissimilarity measure (Gareth (2013)). In 
this study, we use Pearson correlation coefficient to define a dissimilarity 
measure. 

Definition 2. Let 𝜌𝑝𝑞 to be Pearson correlation coefficient between li-
quidity measures 𝑥𝑝 𝑎𝑛𝑑 𝑥𝑞 .  Mathematically  

 

𝜌𝑥𝑝𝑥𝑞
=

∑ (𝑥𝑝𝑘−𝐸[𝑥𝑝])(𝑥𝑞𝑘−𝐸[𝑥𝑞)𝑙
𝑘=1

√∑ (𝑥𝑝𝑘−𝐸[𝑥𝑝])2 ∑ (𝑥𝑞𝑘−𝐸[𝑥𝑞])2𝑙
𝑘=1

𝑙
𝑘=1

                                 (3)  

Where 𝑙  is the total number of observation in one day. Then, we define 
a dissimilarity measure as following: 

𝐷𝑥𝑝𝑥𝑞
= (1 − |𝜌𝑥𝑝𝑥𝑞

|)                                                                 (4) 

  
1 The commonality and idiosyncratic patters are two terms used in litera-
ture to analyze cross-sectional variation in liquidity. See  Chordia et al. 
(2000), Mancini et al. (2013),Karolyi et al. (2012) 

 
It is clear that the higher the correlation coefficient between two li-

quidity measures, the smaller the dissimilarity between them. Xu et al. 
(2005) review different similarity and dissimilarity measures used in 
clustering algorithms. 

Agglomerative and divisive methods are two main methods to imple-
ment a hierarchical clustering algorithm. The agglomerative method is a 
bottom-up approach. It assigns each data point into a separate cluster. So, 
for N data points, we will have N clusters in the beginning. Then, it merges 
two similar clusters until a certain stopping criteria is achieved. The divi-
sive approach is a top-down approach. It puts all the data points in a unique 
cluster. Then, it divides this cluster into two clusters. This process will 
continue until all clusters are singleton clusters (Xu et al. (2005)). Since, 
divisive method is computationally expensive (Everitt et al. (2001)), we 
use the agglomerative approach in this study. The dissimilarity measure 
defined in Equation 4, can quantify dissimilarity between two liquidity 
measures. In order to quantify dissimilarity between two sub clusters that 
each one has multiple data points, we use the complete linkage which con-
siders the dissimilarity value between all pairs of observations in two clus-
ters and keeps the largest value. More detail about different type of linkage 
methods can be found in Gareth (2013). 

3 Results 
In this section, we illustrate our results. First, we explain the data set 

used in this study. Second, we discuss the results obtained from the corre-
lation analysis of the liquidity measures. Third, we present the results from 
the hierarchical clustering analysis. Finally, we provide a discussion about 
the consistency in the structure of the clusters. 

3.1   Data Set 
For this study, we use a high resolution data set provided by NASDAQ.  

This data set have been studied in different literature (Brogaard (2010), 
Kearns et al. (2010), and Khashanah et al. (2014)). These researchers use 
this data set to analyze the role of High Frequency Traders (HFTs) in 
United States equity market. This data set contains trading and quoting 
activity of 26 HFT firms in 120 stocks on the NASDAQ exchange. The 
sample is organized by market capitalization and is evenly split by 
NASDAQ to three different categories, large cap, medium cap and low 
cap. The sample period covers the week of Feb 22 - 26, 2010. Timestamp 
for trades is millisecond, and each trade has a flag to indicate whether it is 
initiated by a buyer or a seller. Also, trade reports contains a field with the 
following codes: HH, HN, NH, or NN. H represents a HFT and N denotes 
a non-HFT. The first term in the pair classifies the liquidity seeking side, 
and the second character classifies liquidity supplier. For example, a trade 
labeled HN would mean an HFT took liquidity from a non-HFT. In addi-
tion to trade information, for the week of Feb 22 - 26, 2010, the data set 
contains the collective best HFT quote along with the collective best non-
HFT quote. 

3.2   Correlation Analysis Result 
In this section, we present the results from the correlation analysis. 

First, we calculate 22 different liquidity measures within one second time 
interval for all 120 stocks in our data set. We repeat this process for each 
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day. Then, we calculate the correlation matrix for that specific day. We set 
the correlation coefficients to zero if they are not statistically significant 
(Casella and Berger (2002)). One of these matrices is shown in Figure 1. 
In this figure, the blue color circles display positive correlation, and the 
red color circles shows negative correlation. Color intensity is propor-
tional to the correlation coefficient. As we were expecting and docu-
mented in literature (Von Wyss (2004)), the economically similar liquidity 
measures are highly correlated to each other. For instance, high correlation 
between Sabs, SrelM, Srelp is shown in Figure 1.  

Further, by paying close attention to the structure of the correlation ma-
trix, we can see that the correlation matrix can be decomposed into multi-
ple blocks. This special structure of the correlation matrix is quiet inter-
esting, since it brings up the idea that there are some liquidity measures 
that are highly correlated to each other. Therefore, we can reduce the num-
ber of liquidity measures without losing any useful information. So, this 
analysis reveals the presence of commonality pattern among liquidity 
measures.  

We do further analysis to examine whether this structure can be verified 
for all the stocks in our sample period. Figure 2 shows the correlation ma-
trix for three stocks during five days. These stocks, AMZN, SFG, and ROG 
are chosen from high cap, medium cap, and low cap categories respec-
tively. We can clearly see that, the correlation matrices have almost same 
structure during sample period. This result shows that there is a con-
sistency in the structure of the correlation matrix. Block structure of the 
correlation matrix proves that there is a high linear relationship between 
some of these liquidity measures. This finding is used to classify liquidity 
measures into different groups.  

 

3.3    Hierarchical Clustering Results 
The main contribution of this study is to classify liquidity measures into 

different groups. This can help us to identify liquidity measures that are 
providing same kind of information to the market. It means that we can 
reduce the number of liquidity measures without losing any useful infor-
mation. To achieve this goal, we employ a hierarchical clustering algo-
rithm by using Pearson correlation coefficient to define our dissimilarity 
measure. The result of a hierarchical clustering can be presented by a den-
drogram. For example, Figure 3 is obtained by employing hierarchical 
clustering on all 22 liquidity measures calculated in this study. By cutting 
the dendrogram at specific level (vertical axis), we will have different 

number of clusters. Table 1 summarizes the number of the clusters and the 
members of each cluster obtained from setting cutting level at 0.4. In this 
case, we are sure that the absolute value of the correlation coefficient 
among the liquidity measures is greater than or equal to 0.6. By changing 
the cutting level value, the structure of the clusters will be different.  Fig-

ure 4 and Table 2 shows the dendrogram and the cluster structure obtained 
from choosing 0.2 as a cutting level. The presented results is just for one 
stock and it is considering only one day in our sample data set. 

 
 
 

Fig 1: Correlation Matrix of Liquidity Measures for AAPL during Feb 22, 2010 

Figure 2: Comparing the structure of the correlation matrix for AMZ, SFG and 
ROG during a week from 22 Feb, 2010 - 26 Feb, 2010 

Fig 3: Hierarchical Cluster Analysis for AAPL during 26Feb, 2010, cutting level=0.4 
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Table 1: Cluster with their corresponding members . Ticker is AAPL, date is Feb 

26, 2010. Cutting level of dendrogram is 0.4 

 

 

Table 2: Clusters with their corresponding members for AAPL during 26Feb, 2010, 
cutting level=0.2 

Clusters Liquidity Measures 
1 𝑄, 𝑉, 𝑁 
2 𝐷, 𝐷$ 
3 𝐷𝑙𝑜𝑔 
4 𝑆𝑎𝑏𝑠, 𝐿𝑜𝑔𝑆𝑎𝑏𝑠, 𝑆𝑟𝑒𝑙𝑀, 𝑆𝑟𝑒𝑙𝑝 

𝑆𝑟𝑒𝑙𝑙𝑜𝑔, 𝐿𝑜𝑔𝑆𝑟𝑒𝑙𝑙𝑜𝑔, 𝑄𝑆, 𝐿𝑜𝑔𝑄𝑆 
 

5 𝑆𝑒𝑓𝑓, 𝑆𝑒𝑓𝑓𝑟𝑒𝑙𝑝, 𝑆𝑒𝑓𝑓𝑟𝑒𝑙𝑀 
6 𝐿𝑜𝑔𝑄𝑆𝑎𝑑𝑗 
7 𝐶𝐿 
8 𝐿𝑅1 
9 𝐹𝑅 
10 𝑂𝑅 

 

As we mentioned in the above, the results we presented for the 
hierarchical clustering is only for one stock and one day. We need to 
investigate whether this structure is the same for all the stocks in our 
sample data set during all days. To do this, we repeat the process, and we 
count number of stocks that have same cluster structure for whole sample 
period. We find that this structure is not consistent. There are some 
liquidity measures that make inconsistency in the structure of the clusters. 
After doing analysis, we identified those liquidity measures to be number 
of transactions per time unit (𝑁𝑡), logDepth (𝐷𝐿𝑜𝑔), composite liquidity 
(𝐶𝐿𝑡), liquidity ratio1(𝐿𝑅1) and adjusted log quote slope (𝐿𝑜𝑔𝑄𝑆𝑎𝑑𝑗). 
After removing these 5 problematic liquidity measures , we get significant 
improvement in the results. Table 3 shows the cluster structure obtained 
after removing the problematic liquidity measures. By removing the 
problematic liquidity measures, the consistency in the structure of the 
clusters is significantly improved. Table 4 shows the results for two cases. 
It is clear that 79.2% of the stocks in our date set keep having  same cluster 
structure for all days in our sample period. 

 
 

Table 3: Cluster structure after removing problematic liquidity measures. For 
AAPL during 26 Feb, 2010, cutting level=0.4 

Clusters Liquidity Measures 
1 𝑄𝑡, 𝑉𝑡, 𝐹𝑅 
2 𝐷, 𝐷$ 
3 𝑆𝑎𝑏𝑠, 𝐿𝑜𝑔𝑆𝑎𝑏𝑠, 𝑆𝑟𝑒𝑙𝑀, 𝑆𝑟𝑒𝑙𝑝, 𝑆𝑟𝑒𝑙𝑙𝑜𝑔 

𝐿𝑜𝑔𝑆𝑟𝑒𝑙𝑙𝑜𝑔, 𝑄𝑆, 𝐿𝑜𝑔𝑄𝑆 
4 𝑆𝑒𝑓𝑓, 𝑆𝑒𝑓𝑓𝑟𝑒𝑙𝑝, 𝑆𝑒𝑓𝑓𝑟𝑒𝑙𝑀 
5 𝑂𝑅 

 
 
 

Table 4: Comparing consistency in the structure of cluster before and after remov-
ing problematic liquidity measures. 

Stock Category Considering all the 
liquidity measures 

Removing the problematic 
liquidity measures 

All stocks 2.5% 79.2% 
Large cap 4.8% 76.2% 

Medium Cap 0% 77.5% 
Small Cap 2.6% 84.2% 

 
 

3.4     How to choose a cutting level for the dendrogram? 
 

In all the analysis and the results we discussed so far, we assume a fixed 
cutting level. Specifically, we set this value to be 0.4. In this section we 
provide a discussion about how we get this value. Generally, this value 
depends on the nature of the problem and the goal we want to obtain 
through a hierarchical clustering. In this research, we are using the 
following procedure. Let 𝛼 to be the value of dissimilarity function which 
in our case is defined as  following: 

           𝛼 = 1 − |𝜌|                                                           (5)      
 where 𝜌 is the Pearson correlation coefficient. The vertical axis in a 

dendrogram obtained from a hierarchical clustering (Figure 3) shows the 
range of 𝛼. Since |𝜌| ≤ 1 ⟹ 0 ≤ 𝛼 ≤ 1. 

 If 𝛼 = 1 (|𝜌| =0), then we have one big cluster. 

Clusters Liquidity Measures 
1 𝑄𝑡, 𝑉𝑡, 𝑁𝑡 , 𝐹𝑅 
2 𝐷, 𝐷𝑙𝑜𝑔, 𝐷$ 
3 𝑆𝑎𝑏𝑠, 𝐿𝑜𝑔𝑆𝑎𝑏𝑠, 𝑆𝑟𝑒𝑙𝑀, 𝑆𝑟𝑒𝑙𝑝, 𝑆𝑟𝑒𝑙𝑙𝑜𝑔 

𝐿𝑜𝑔𝑆𝑟𝑒𝑙𝑙𝑜𝑔, 𝑄𝑆, 𝐿𝑜𝑔𝑔𝑄𝑠, 𝐿𝑜𝑔𝑄𝑆𝑎𝑑𝑗 
4 𝑆𝑒𝑓𝑓, 𝑆𝑒𝑓𝑓𝑟𝑒𝑙𝑝, 𝑆𝑒𝑓𝑓𝑟𝑒𝑙𝑀 
5 𝐶𝐿 
6 𝐿𝑅1 
7 𝑂𝑅 

Fig 4: Hierarchical Cluster Analysis for AAPL during 26Feb, 2010, cutting level=0.2 
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 If 𝛼 = 0 (|𝜌| =1), then we have 𝑚 clusters where 𝑚  is the 
total number of liquidity measures. 

So, let 𝑘 to be the number of clusters we obtain by cutting the dendrogram 
at level 𝛼𝑖. \label{algo}The possible values of 𝑘 are 1,2, … , 𝑚,  where 𝑚 
is the total number of liquidity measures. For any given stock 𝑠𝑖  (in our 
data set), we cut the dendrogram at level 𝛼𝑖. Then, we calculate 𝑘 and 
record members of ecah cluster as well. We repeat this process for all days 
(in our sample period). We say stock 𝑠𝑖has a consistent cluster structure if 
the number of clusters and the members of each cluster are the same for 
all days. We repeat this procedure for all the stocks, and count how many 
stocks have these properties. We need to do this procedure for different 
value of 𝛼𝑖. It is clear that in two cases we can have the best consistency. 
First case happens when 𝛼 = 0 which means |𝜌| =1 that implies 𝑘 = 𝑚. 
Second case happens when 𝛼 = 1  which means that |𝜌| =0 that implies 

𝑘 = 1. In other words, we can say that 𝑘 is a decreasing function of 𝛼. 
Also, we need to take into account that the whole purpose of clustering is 
to partition similar liquidity measures into one groups. Therefore, we want 
to achieve the following while decreasing the value of dissimilarity 
function (𝛼𝑖). 

1. Increase consistency. 
2. Decrease number of clusters. 

We need to solve this optimization problem. We can look at the plot of  
the consistency versus 𝛼 and the number of clusters versus 𝛼 . Then, we 
can identify the region of interest (Figure 5, and  Figure 6). 

Numerically, by changing the value of 𝛼 we record the consistency and 
the the total number of the clusters (Table 5). It is clear that number of 
clusters is a decreasing function of cutting level. And, For 𝛼 = 0 and 𝛼 =

1, we obtained highest consistency. We can see that by fixing the cutting 
level at 0.4, we can obtain the highest consistency in the structure of the 
clusters. 
 

 
 
 
 

 
Table 5: Analyzing how cutting dendrogram obtained from hierarchical clustering 
at different levels will affect the consistency in the structure of the clusters 

Cutting Level (𝛼) Consistency 
(Percentage) 

Number of Clusters 

0.00 85.83 17 
0.10 17.50 7, 6 
0.20 18.33 5,6 
0.30 70.83 4,5 
0.40 80.00 4,5 
0.50 70.00 4,5 
0.60 41.67 4,5 
0.70 35.83 4,5 
0.80 48.33 4,5 
0.90 11.67 4 
1.00 100.00 1 

 

4   Conclusion 
       There exist a lot of liquidity measures in literature. These measures 
have been classified into different groups based on the market feature they 
capture. In this study we look into the classification of the liquidity 
measures from different perspective.  
We perform a cluster analysis of the existing liquidity measures in the 
literature. Using a high frequency data assists us to investigate the intraday 
behavior of the liquidity measures more precisely. By analyzing the 
correlation matrix of the liquidity measures, we find that there is a block 
structure in the correlation matrix and further investigation reveals that 
this structure is consistent. We define a dissimilarity measure using a 
correlation concept. By using a hierarchical clustering algorithm, we are 
able to partition liquidity measures into different groups. We conclude 
that, there is a consistency in the the structure of the dendrograms obtained 
from the hierarchical clustering. This results obtained from the clustering 
can help us to reduce the number of  the liquidity measures without losing 
any information. For future work, we are interested to use the results from 
the clustering procedure to develop a (ideally one) new liquidity index 
which is capable of capturing most of the market features.   
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Fig 5: Consistency versus cutting level 

Fig 6: Number of clusters versus cutting level 
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Mathematical description of the liquidity measures used in this study is 
presented in the following table.  In this table, 𝑞𝑖  and 𝑝𝑖   denotes the 
number of shares of trade $i$ and its price respectively. 𝑞𝑡

𝐴 and 𝑞𝑡
𝐵  refer 

to best ask volume and best bid volume respectively. Accordingly, 𝑝𝑡
𝐴  

and 𝑝𝑡
𝐵  represent best ask price and best bid price respectively.  𝑝𝑡  de-

notes the last paid price of the asset before time𝑡.. 𝑟𝑡  represents the re-
turn during the time interval for which we calculate liquidity proxies. 

 
 
Table 6: Mathematical description of liquidity measures used in this study. The 
number of measures reviewed by Von Wyss (2014) is 31. We only present 22 of them 
which can be calculated using the high frequency data set that we analyzed for this 
study. 
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One Dimensional Liquidity Measures 
Liquidity Measures Formula 
Trading Volume 

𝑄𝑡 = ∑ 𝑞𝑖

𝑁𝑡

𝑖=1

 

Turnover 
𝑉𝑡 = ∑ 𝑝𝑖

𝑁𝑡

𝑖=1

𝑞𝑖 

Depth 𝐷𝑡 = 𝑞𝑡
𝐴 + 𝑞𝑡

𝐵 
LogDepth 𝐷𝑙𝑜𝑔𝑡 = ln(𝑞𝑡

𝐴) + ln (𝑞𝑡
𝐵) 

Dollar Depth 
𝐷$𝑡 =

𝑞𝑡
𝐴. 𝑝𝑡

𝐴 + 𝑞𝑡
𝐵 . 𝑝𝑡

𝐵

2
 

Number of Transaction per time 
unit 

𝑁𝑡  

Absolute Spread 𝑆𝑎𝑏𝑠𝑡 = 𝑝𝑡
𝐴 − 𝑝𝑡

𝐵  
Log Absolute Spread 𝐿𝑜𝑔𝑆𝑎𝑏𝑠𝑡 = ln (𝑆𝑎𝑏𝑠𝑡) 
Relative spread calculated with 
mid-price 

𝑆𝑟𝑒𝑙𝑀𝑡 =
𝑝𝑡

𝐴 − 𝑝𝑡
𝐵

𝑝𝑡
𝑀       

=
2. (𝑝𝑡

𝐴 − 𝑝𝑡
𝐵 )

𝑝𝑡
𝐴 + 𝑝𝑡

𝐵  

Relative spread calculated with 
last trade price 

𝑆𝑟𝑒𝑙𝑝𝑡 =
𝑝𝑡

𝐴 − 𝑝𝑡
𝐵

𝑝𝑡

 

Relative spread of log prices 𝑆𝑟𝑒𝑙𝑙𝑜𝑔𝑡 = ln(𝑝𝑡
𝐴) − ln (𝑝𝑡

𝐵 ) 
Log relative spread of log prices 𝐿𝑜𝑔𝑆𝑟𝑒𝑙𝑙𝑜𝑔𝑡 = ln (𝑆𝑟𝑒𝑙𝑙𝑜𝑔𝑡) 
Effective Spread 𝑆𝑒𝑓𝑓𝑡 = |𝑝𝑡 − 𝑝𝑡

𝑀| 
Relative effective spread calcu-
lated with last trade price 

𝑆𝑒𝑓𝑓𝑟𝑒𝑙𝑝𝑡 =
|𝑝𝑡 − 𝑝𝑡

𝑀|

𝑝𝑡

 

Relative effective spread calcu-
lated with mid-price 

𝑆𝑒𝑓𝑓𝑟𝑒𝑙𝑀𝑡 =
|𝑝𝑡 − 𝑝𝑡

𝑀|

𝑝𝑡
𝑀  

Multi-Dimensional Liquidity Measures 
Quote Slope  𝑄𝑆𝑡 =

𝑆𝑎𝑏𝑠𝑡

𝐷𝑙𝑜𝑔𝑡

 

Log Quote Slope 𝐿𝑜𝑔𝑄𝑆𝑡 =
𝑆𝑟𝑒𝑙𝑙𝑜𝑔𝑡

𝐷𝑙𝑜𝑔𝑡

 

Adjusted Log Quote Slope 𝐿𝑜𝑔𝑄𝑆𝑎𝑑𝑗𝑡

= 𝐿𝑜𝑔𝑄𝑆𝑡 . (1 + |ln (
𝑞𝑡

𝐴

𝑞𝑡
𝐵)|) 

Composite Liquidity 𝐶𝐿𝑡 =
𝑆𝑟𝑒𝑙𝑀𝑡

𝐷$𝑡

 

Liquidity Ratio 1 𝐿𝑅1𝑡 =
𝑉𝑡

|𝑟𝑡|
 

Flow Ratio 𝐹𝑅𝑡 = 𝑁𝑡 . 𝑉𝑡 
Order Ratio 

𝑂𝑅𝑡 =
|𝑞𝑡

𝐵 − 𝑞𝑡
𝐴|

𝑉𝑡
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Abstract 

Leaders often have influence over the impact of pending crises by either preventing or minimizing the crisis (Pearson and Mitroff, 

1993; Bonvillian, 2013).  With crisis looming just around the corner, a leader’s ability to identify, avert, and manage a crisis has 

become a fundamental element in organizational sustainability.  Yet, most literature on crisis is focused in the field of communication 

or crisis management during the actual event.  Wooten and James (2008) provide a conceptual model that describes leadership com-

petencies in each of the five stages of crisis management.  The development of the crisis identification and aversion instrument was to 

operationalize the Wooten and James (2008) conceptual model with a focus only on the pre-crisis stages of crisis management com-

petencies.  The crisis identification and aversion instrument has been validated through item reduction and content validation through 

the use of a Delphi panel of experts, item evaluation through the use of a large sample and factor analysis and assessment of construct 

validity.  The validated instrument measures a leader’s ability to identify and avert crisis by measuring three competencies: sensemak-

ing, participatory management, and resourcefulness.  Each scale has high internal consistency.    

 

Keywords: Crisis leadership, crisis aversion, sense making, participatory management, resourcefulness, quantitative 

 

 

1 Introduction  

Crises continue to be an ever-present factor to our reality, in the past, the 

present, and the future (DuBrin, 2013).  In fact, Fink (1986) posits that 

organizations should expect to always have a pending crisis right around 

the corner.  Although there are numerous definitions of a crisis, this article 

utilizes Pearson and Clair’s (1998) definition, “An organizational crisis is 

a low-probability, high-impact event that threatens the viability of the or-

ganization and is characterized by ambiguity of case, effect, and means of 

resolution, as well as by a belief that decisions must be made swiftly” (p. 

60).  In other words, any event that disrupts normal business practice de-

scribes a crisis.  Fink (1986) suggests that a crisis has multiple stages with 

the event being only one stage.  Many identify with a crisis event but have 

minimal knowledge to the other stages within crisis management.   

Following the 1982 Tylenol poisoning and recall crisis management 

emerged as a field of study during.  From that point, crisis management 

was studied by the field of communication with limited empirical research 

(Mitroff, 2004; Pearson & Mitroff, 1993).  Historically, crisis manage-

ment has focused solely on managing a crisis so business can continue as 

usual.  A cost analysis approach is used to determine what action, if any, 

will be taken (Mitroff, 2004).  Furthermore, the Institute of Crisis Man-

agement estimates that 50% of crises occur due to action or inaction by 

leadership.  These data suggest a lack of focus on a leaders’ ability to iden-

tify and avert crisis not only because of different leadership competencies 

but also due to traditional models of thinking such as risk management.   

     Crisis leadership is defined with two goals: (a) crisis aversion and (b) 

if aversion is not an option, mitigate the crisis in such a way that the or-

ganization becomes more resilient than before the crisis (Mitroff, 2004; 

Wooten & James, 2008).  Bonvillian (2013) suggests that leaders with the 

ability to identify and avert crisis have a propensity to utilize crisis as a 

strategic catalyst to move the organization forward.  Furthermore, these 

competencies lack appropriate attention in the academy and in leadership 

education and training; yet, Bonvillian (2013) postulates that the compe-

tencies needed for precrisis stages differ from what is needed during nor-

mal business practice.  In a qualitative study based on archival data from 

the Institute of Crisis Management between the years of 2000-2006, 

Wooten and James (2008) developed a conceptual model of competencies 

needed by leadership in order to lead well through the five stages of crisis 

management.  The five stages of crisis management are (a) signal detec-

tion; (b) preparation and prevention; (c) damage control and containment; 

(d) business recovery; and (e) learning and reflection (Mitroff, 2004).  This 

article focuses on the first two stages of the Wooten and James (2008) 

model which are aimed at crisis aversion, more specifically with organi-

zational generated or human-induced crises.  These stages include signal 

detection and preparation and prevention. 

2 Theoretical Foundation 

http://www.ibii-us.org/Journals/JMSBI/
mailto:jbrownle@brandman.edu
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Other constructs have a nomological interdependency with crisis lead-

ership thus an understanding of them is relevant as they are distinct con-

structs.  These constructs include crisis management, environmental scan-

ning, risk management and emergency management.   

Crisis management identifies probable crises and develops plans of ac-

tion to prevent and mitigate the crisis event.  However, it lacks the consid-

eration of linking events together that may be predictions of a looming and 

low-probability crisis (Mitroff, 2004).   

Environmental scanning includes the following areas: industry or mar-

ket, regulatory, economic, social, and political (Albright, 2004).  With a 

focus on identifying potential threats, it aligns closely with crisis leader-

ship as crisis leaders continually scan the environment for a pending threat 

(James & Wooten, 2005).  Yet again, the focus is more on the probable 

than the linkage of the improbable.   

Risk management is the traditional approach that organizations utilize 

to assess potential liability.  That said, risk management is more about the 

cost of the crisis occurring verses the cost of attempting to prevent the 

crisis (Williams, Bertsch, Dale, Smith & Visser, 2006).   Furthermore, 

there are aspects of risk management that contribute to crisis leadership 

due to its focus on an organization’s vulnerabilities and costs.  If the cost 

to recover from the crisis is less than the cost of aversion, then risk man-

agement advocates to let the crisis occur.   

Emergency management, differing from the other constructs, focuses 

on the low-probability events and develops a plan of action to prevent and 

mitigate (Waugh & Tierney, 2007).  However, emergency management 

lacks the authority to decide to avert a crisis or even how to redesign after 

a crisis in order to create greater resiliency.  Emergency management is 

merely tactical.   

Crisis leaders do not just follow plans or limit themselves to probable 

events or a narrow perspective.  Crisis leaders see the big picture, have an 

ability to link improbable events together in order to interpret a potential 

crisis, continuously engage in pre-crisis audits to identify warning signs 

and have an ability to redesign an organization toward greater resiliency 

following a crisis (Mitroff, 2004).   

Currently, there is one other quantitative tool that measures crisis lead-

ership.   The Crisis Leader Efficacy in Assessing and Deciding (C-LEAD; 

Noonan Hadley, Pittinsky, Sommer, & Zhu, 2011) scale is an existing 

quantitative instrument that assesses a leader’s ability in the third stage of 

crisis management, damage control and containment.  However, there is 

no empirical data to support what effective leadership looks like in terms 

of competencies in the pre-crisis stages.  The research focused on the pre-

crisis stages and developed and validated a crisis identification and aver-

sion tool to assess a leader’s ability to avert crisis.       

3 Methods 

DeVellis (2012) suggests an eight steps process to develop and validate a 

new scale.  These steps include (a) determine clearly what it is you want 

to measure based on a theoretical foundation, (b) generate an item pool, 

(c) determine the format for measurement, (d) have the initial item pool 

reviewed by experts, (e) consider inclusion of validation items, (f) admin-

ister items to a large sample, (g) evaluate the items, and (h) optimize the 

scale length.   

First, a review of the literature was conducting utilizing the five com-

petencies found in the first two stages of the Wooten and James (2008) 

model as well as the constructs with nomological interdependencies to cri-

sis leadership. Four out of the five competencies had existing validated 

scales; as such, these scales were used as the foundation for the item pool.  

The validated instruments utilized include the following: (a) perspective 

taking, 7 items (M.H. Davis, 1980); (b) issue selling, 9 items (Bishop,  

Webber, & O’Neil, 2011); (c) organizational agility, 25 items (Charbon-

nier;Voirin, 2011); and (d) creativity, 30 items (Gough, 1979).  The fifth 

competency, sensemaking, required a theoretically founded proposed set 

of 30 items.  The original pool included 115 items.  An initial evaluation 

of the items for duplicates or combining to strengthen an item reduced the 

list from 115 items to 97. 

Next, 29 participants were identified for the Delphi panel in which 13 

participated in the two iterations.  Their expertise areas included higher 

education faculty in the field of organizational leadership, crisis manage-

ment practitioners, and senior-level management who have encountered 

crisis in their tenure.  The Delphi panel refined and reduced the item pool 

by identifying the level of importance of each item toward the construct 

on a 5-point Likert scale (1 = Not at all important, 2 = Minimally im-

portant, 3 = Somewhat important, 4 = Moderately important, and 5 = Very 

important).  Items with a score of 4 or higher and had 80% of the experts’ 

rating over 4 remained in the item pool.  Additionally, there was oppor-

tunity for the experts to provide feedback on which items were duplicates 

or needed more clarity.  The first iteration reduced the item pool from 97 

to 54 items.  The second iteration reduced the item pool from 54 to 41 

items.   

Following the Delphi panel two-stages of refinement and reduction, a 

large sample was used to evaluate the scale.  This study utilized snowball 

sampling.  The minimum sample size needed was 205 participants based 

on a rate of 5-10 respondents per item with 41 items remaining (DeVellis, 

2012; Nunnely, 1978).  Originally, there were 389 responses with 111 

missing over 50% of the questionnaire; thus, the final sample size was 

278.  Of the 278, mean substitution was utilized as the imputation ap-

proach for any missing items; however, these included no more than two 

per respondent.    

The first section of the survey included demographic questions about 

the respondent.  These demographics included gender, industry, years of 

employment at current organization, and years of work employment ex-

perience.  There were also questions to describe the relationship between 

participant and the leader identified for evaluation.  The data collected in-

cluded position of the leader identified, positon of the respondent in com-

parison to the leader identified, years worked with or for the identified 

leader, and lastly, currently working for the identified leader. 

The following section included the 41 remaining items to describe the 

five competencies.  These were rated on 7-point Likert scale and utilized 

“describes him/her very accurately” to “describes him/her very inaccu-

rately” as anchors.  Respondents were asked to identify a leader they had 

worked with or for over the last five years and to answer the questions 

based on how accurately or inaccurately the statement described that 

leader.   

The final section included three scales for validation of the crisis aver-

sion measurement: (a) Discriminant Validity: C-LEAD, 9 items (Noonan 

Hadley et al., 2011); (b) Predictive Validity: General Risk Propensity in 

Multifaceted Business Decisions, 5 items (Hung & Tangpong, 2010); and 

Predictive Validity: Leadership Effectiveness Scale, 6 items (Ehrhart & 

Klein, 2001).   

Analysis of the large scale began with the Kaiser-Meyer-Olin measure 

of sampling adequacy and Bartlett’s test of sphericity in order to determine 

if factor analysis was the appropriate method of evaluation.  Once deter-

mined that it was the appropriate method, the second step utilized principle 

component factor analysis in SPSS.  Direct oblimin was used for factor 

rotation and interpretation based on the strength of the correlation of items.  

The next step evaluated the eigenvalue, the scree plot, and the communal-

ities.  Lastly, factor analysis was used for further item reduction and factor 

loadings.  Factor analysis was run two times.  Any item that was cross-

loaded or below a .35 significance after each iteration was removed.  There 
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were three remaining factors determined by loading on separate factors 

and all three had high internal consistency with a Cronbach alpha over .90.  

Once the three factors were determined, each factor was tested with the 

three validity scales.  Predictive validity was measured based on the cor-

relation between the factors and the Leadership Effectiveness Scale 

(Ehrhart & Klein, 2001) and the General Risk Propensity in Multifaceted 

Business Decisions (Hung & Tangpong, 2010). Discriminant validity uti-

lized factor analysis with the C-LEAD (Noonan Hadley et al., 2011) and 

the three factors to determine if they loaded separately. 

4 Results 

The purpose of this section is to provide a summary of the data analysis 

conducted at each stage of the data collection process.  There are three 

stages: item development, scale evaluation, and scale validation.   

3.1 Item Evaluation  

After the initial reduction of the item pool based on duplicates and com-

bining of similar themes, a Delphi panel was the next step.  Of the 29 

invited participants, 13 responded to two iterations of the item pool.  The 

experts were asked to rate the importance of the item to describe the vari-

able.  A 5-point Likert scale was used with “not at all important” and “very 

important” as anchors.  Items retained in the instrument were based on 

items that averaged a 4.0 ranking or higher as well as at least 80% of the 

participants ranking the items over a 4.0.  The first iteration reduced the 

97-item pool to 54 items.  The second iteration reduced the 54 items to 41 

items.   

3.2 Scale Evaluation 

In the evaluation of the scale, demographics were collected about the re-

spondents along with the leader they evaluated in the survey.  Next, tests 

were conducted to determine whether or not factor analysis was the ap-

propriate method; then, factor analysis was run two times. 

3.2.1 Demographics 

The demographic data casts a picture of the respondents.  In terms of in-

dustry, 43.2% work in education followed by healthcare (9.4%), govern-

ment (6.8%) and all other industries under 6%.  The split between genders 

was male = 42.6% and female = 57.2%.  86.3% have over 10 years work 

experience.   

Respondents were asked to consider a leader that they observed over 

the past 5 years and respond based on how the items described the leader.  

42.1% evaluated their current supervisor with the second highest rating 

conducted on senior leadership (35.3%).  The position of the respondent 

ranked highest with 56.1% being immediate subordinates.   

Table 1. Data Corresponding to the Leader Identified and Respondent 

(N=278) 

Variable Percentage 

Position of the Leader Identified  

 

Immediate Supervisor 

 

42.1 

Department Head (one level above supervisor 14.4 

Senior Management 35.3 

Peer Leader 7.9 

  

Position of Respondent  

  

Immediate Subordinate 56.1 

Member of Department 21.2 

Member of Organization 12.6 

Peer Leader 9.7 

  

Years worked with or for the identified leader  

  

1.2 years 36.3 

3-4 years 29.5 

5+ years 33.5 

  

Currently working for this leader  

  

Yes 50.7 

No 49.3 

 

3.2.2 Scale Identification and Validation 

Factor analysis was utilized for scale identification.  The data were evalu-

ated on the number of missing questions per respondent.  Initially, there 

were 389 respondents with 111 responses missing over 50% of the ques-

tionnaire.  Hair, Black, Babin, and Anderson (2010) recommend the re-

moval of respondents with over 50% missing data.  With the removal of 

111 respondents, N=278 remained statistically significant.  The 278 re-

spondents had no more than 2 missing questions totaling 34 missing items 

in the remaining 278.  With 34 equating to .003% of all items, it was de-

termined to utilize mean substitution as the imputation approach.   

Factor analysis requires additional testing to determine the factorability 

of the data.  The Kaiser-Meyer-Olkin (KMO), which measures the sam-

pling adequacy, was .972.  The Bartlett’s test of sphericity had a signifi-

cance of .000.  Lastly, the communalities were assessed and all items had 

communalities greater than .50.  The data were supportive of the use of 

factor analysis.   

The correlation matrix supported that most of the items have a medium 

to large strength correlation, ranging from .30-1.0. Principle component 

factor analysis was used to extract factors.  Due to the high correlation, an 

oblique approach was used with the use of direct oblimin for rotating the 

factors.  Hair et al. (2010) suggests using a factor loading of .35 with a 

sample size N=278.  The first iteration of factor analysis showed a four-

factor solution with 72.07% variance.  Both the Kaiser criterion or eigen-

value rule and the scree test were also utilized and supported the analysis.   

Further refinement of the factors required the removal of cross-loading 

items.  There were three cross-loaded items.  The fourth factor only had 

one item load at a significant level and that item was also cross-loaded.  

Therefore, the removal of cross-loadings reduced the factors from four to 

three factors.  Factor analysis was run again with the remaining 36 items 

and had one cross-loaded item to remove.  Thus, the final analysis sup-

ported three distinct factors.  The factors were interpreted as Participatory 

Management, Sense making, and Resourcefulness.  Table 2 shows the fi-

nal rotated patter matrix. 
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Table 2. Final Rotated Pattern Matrix for Reduced Set of 36 Items 

Item Factor 1 Factor 2 

 

Factor 3 

Is Sincere .959 -.026 -.165 

Encourages employees to sug-

gest ideas and new solu-

tions 

.899 -.012 -.165 

Is honest .834 -.068 .015 

Encourages cooperation be-

tween people with different 

skills and profiles 

.828 .029 .034 

Implements solutions to facili-

tate internal cooperation 

.826 .121. -.049 

Tries to look at everybody’s 

side of a disagreement be-

fore making a decision 

.816 -.195 .160 

Encourages employee partici-

pation in the crisis identifi-

cation process 

.780 -.085 .148 

Believes there are two sides to 

every question and tries to 

look at both sides 

.779 -.160 .152 

Encourages employees to act 

with a view to continuously 

improve products, pro-

cesses, and/or working 

methods 

.775 .179 -.041 

Encourages employees to take 

initiative to learn new 

things 

.748 .074 .046 

Organizes the management 

and sharing of knowledge 

and know-how among em-

ployees 

.739 .206 .029 

Develops employees skills 

with a view to the organiza-

tion’s future development 

.738 .185 .027 

Informs employees about up-

coming changes and their 

implementation  

.738 .008 .142 

Communicates information 

about the organization and 

its action plans to all levels 

in terms easily understood 

by all 

.647 .169 .106 

Clearly distributes strategy to 

all hierarchical levels 

.547 .226 .165 

Is insightful .510 .235 .210 

Is capable .413 .319 .273 

Is confident -.020 .693 .083 

Able to make decisions 

quickly when circumstances 

change 

.236 .545 .268 

Handles pending crisis infor-

mation in real time 

.213 .519 .266 

Deploys resources easily to re-

spond to opportunities and 

threats encountered 

.218 .513 .293 

Able to identify and seize rap-

idly the best opportunities 

which come up in the envi-

ronment 

.325 .485 .222 

Is inventive .383 .441 .088 

Is resourceful .251 .426 .322 

Does not dismiss things that 

do not seem normal but ra-

ther tries to interpret them 

.021 -.208 .953 

Able to see how events link 

together when others do not 

-.064 .193 .807 

Able to see patterns well -.038 .133 .797 

Tells someone when some-

thing is not normal routine 

.066 -.074 .781 

Spends time reflecting on 

events or behavior that does 

not fit the norm to deter-

mine if there is a link 

.117 -.081 .768 

Able to provide meaning to 

discrepancies in the normal 

routine 

.099 .045 .758 

Able to identify something 

that does not fit with normal 

routine 

-.097 .182 .728 

Recognizes when something 

seems off 

.083 .124 .715 

Brings potential failures in the 

system to direct supervisor 

.111 .040 .637 

Provides meaning for glitches 

in the system 

.175 .152 .559 

Scan and examines the envi-

ronment to anticipate and 

prevent risks 

.172 .312 .450 

Note. Significant loadings are in bold. 

3.2.3 Factors 

Dimension 1: Participatory Management 

There are seventeen items with this latent variable.  Participatory Man-

agement is described as the inclusion of employees in terms of communi-

cation, training, information, solutions, and interactions.  The scale has 

high internal consistency as evidenced by the Cronbach’s alpha, a=.97. 

 Tries to look at everybody’s side of a disagreement before making a 

decision 

 Clearly distributed strategy to all hierarchical levels 

 Communicates information about the organization and its action 

plans to all levels in terms easily understood by all 

 Informs employees to suggest ideas and new solutions 

 Encourages employee participation in crisis identification processes 

 Employee’s skills are developed with a view to the organization fu-

ture development 

 Organizes the management and sharing of knowledge and know-

how among employees 

 Encourages employees to act with a view to continuous improve-

ment of products, processes, and/or working methods 

 Implements solutions to facilitate internal cooperation 

 Encourages cooperation between people with different skills and 

profiles 

 Encourages employees to take initiatives and to learn new things 

 Believes there are two sides to every question and tries to look at 

both sides 

 Is capable 
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 Is insightful 

 Is honest 

 Is sincere 

 

Dimension 2: Resourcefulness  

Seven items describe the latent variable of resourcefulness.  These 

items describe a leader’s ability to be agile in terms of resources.  It in-

cludes agility in terms of decision making, identifying opportunities, ac-

tions, adapting to circumstances, handling information, deploying re-

sources or assessment of the situation along with a confidence in one’s 

ability to navigate a system fluidly.  The scale has high internal con-

sistency as evidenced by the Cronbach’s alpha, a=.95 

 Able to make decisions quickly when circumstances change 

 Handles pending crisis information in real time 

 Adapts very quickly to pending crisis developments 

 Deploys resources easily to respond to opportunities and threats en-

countered 

 Able to identify and seize rapidly the best opportunities which come 

up in the environment 

 Is confident 

 Is resourceful 

 

Dimension 3: Sense making 

There are eleven items within this latent variable.  These items empha-

size the ability to identify warning signs of a looming crisis and bring it to 

the attention of others.  An important element of sense making is the abil-

ity to acknowledge what may seem implausible, interpret events as being 

linked, and observe what is out of a normal routine.  The scale has high 

internal consistency as evidenced by the Cronbach’s alpha, a=.95. 

 Able to identify something that does not fit with normal routines 

 Able to see patterns well  

 Able to see how events link together even when others do not 

 Spends time reflecting on events or behavior that does not seem to 

fit the norm to determine if there is a link 

 Recognizes when something seems off 

 Does not dismiss things that do not seem normal but rather tries to 

interpret it 

 Tells someone when something is not normal or routine 

 Able to provide meaning to discrepancies in the normal routine 

 Provides meanings for glitches in the system 

 Brings potential failures in the system to direct supervisor 

 Scans and examines the environment to anticipate and prevent risks 

3.3 Scale Validation 

 

Four validation tests were conducted to further strengthen the crisis iden-

tification and aversion tool.  These types include content, predictive, and 

discriminant.   

Content validity was measured through the Delphi panel process.  The 

individuals were deemed experts in the field of leadership, or more spe-

cifically, crisis leadership.  The refinement and reduction of the items led 

to 41 items toward the construct and established content validity.   

Predictive validity was tested with the three final factors with the Risk 

Propensity Scale and the Leadership Effectiveness Scale.  Table 3 demon-

strates that the bivariate correlations support that the three scales correlate 

to risk propensity.  According to Pallant (2010), r=.30-.49 determines me-

dium strength correlation and r=.50-1.0 determines large strength correla-

tion.  Thus, Resourcefulness has a large correlation with Risk Propensity.  

Participatory Management and Sense making have a medium correlation 

with Risk Propensity.   

Table 3. Intercorrelations of the Three Factors for Crisis Identification 

and Aversion with Risk Propensity (N=278) 

Variable Participatory 

Management 

Resourcefulness 

 

    Sense   

making 

 Risk      

propensity   

  

 Part.Man -     

 Resource .838 -   

 Sense Mak .866 .852 -  

 Risk Prop .410 .522 .387 - 

 

Because the literature posits that crisis leadership competencies differ 

from competencies in leadership during normal business operations, the 

goal was to determine if there was a correlation between the three scales 

and leadership effectiveness.  Table 4 demonstrates that the bivariate cor-

relations support that the three scales correlate to leadership effectiveness.  

Based on Pallant’s (2010) guidelines for correlation, all three scales have 

large strength correlation with leadership effectiveness.  Thus, one could 

postulate that developing effective leaders is correlated to crisis identifi-

cation and aversion abilities within a leader.   

Table 4. Intercorrelations of the Three Factors for Crisis Identification 

and Aversion with Leadership Effectiveness (N=278) 

Variable Participatory 

Management 

(P.M) 

Resourcefulness 

(Res) 

    Sense   

making 

    (S.M) 

 Leadership 

Effective-

ness        

 (L.E) 

 P.M -     

 Res .838 -   

 S.M .866 .852 -  

 L.E. .861 .755 .776 - 

 

Discriminant validity was tested with the C-LEAD scale.  The C-LEAD 

scale assesses a leader’s ability to lead during the third stage of crisis man-

agement, damage control and containment.  The purpose of testing for dis-

criminant validity is to identify if any of the factors required in the pre-

crisis stages are also required in the third stage which is during the crisis 

event.  Table 5 supports that C-LEAD and Participatory Management 

loaded separately with only four items cross-loaded.  
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Table 5. Discriminant Validity – C-LEAD and Participatory Manage-

ment Scale 

Item Factor 1 Factor 2 

 

Organizes the management and sharing of 

knowledge 

.943  

Encourages employees to take initiatives 

and to learn new things 

.912  

Encourages employees to suggest ideas and 

new solutions 

.911  

Employee’s skills are developed with a 

view to the organization’s future develop-

ment  

.898  

Encourages cooperation between people 

with different skills and profiles  

.879  

Implements solutions to facilitate internal 

cooperation  

.870  

Informs employees about upcoming 

changes and their implementation 

.857  

Encourages employee participation in crisis 

identification processes 

.843  

Tries to look at everybody’s side of a disa-

greement before making a decision 

.792  

Encourages employees to act with a view to 

continuous improvement of products, 

processes and/or working methods 

.781  

Communicates information about the organ-

ization and its action plans to all levels in 

terms easily understood by all 

.775  

Clearly distributed strategy to all hierar-

chical levels 

.731  

Is capable .508 .419 

Can summarize key issues involved in a sit-

uation to others regardless of how much 

data he/she has 

 .913 

Can make decisions and recommendations 

even when he/she doesn’t have as much 

information as he/she would like 

 .874 

Can estimate the potential deaths and inju-

ries that may occur as the result of his/her 

decisions or recommendations at work  

 .704 

Can anticipate the political and interper-

sonal ramifications of his/her decisions 

 .697 

Can modify his/her regular work activities 

instantly to respond to an urgent need 

 .619 

Can make decisions and recommendations 

even under extreme time pressure 

 .595 

Can determine which information is critical 

to relay to other units in advance of them 

requesting it 

.385 .573 

Can assess how the members of the general 

public are being impacted by his/her 

unit’s actions or inactions during times of 

adversity 

.355 .569 

Can keep others abreast of his/her work ac-

tivities without over-informing or under-

informing them 

.453 .472 

Note. Cross-loading items are in bold 

Table 6 supports that C-LEAD and Sense making loaded on separate fac-

tors with only two items cross-loaded.  

Table 6. Discriminant Validity – C-LEAD and Sense making Scale 

Item Factor 1 Factor 2 

 

Spends time reflecting on events or behav-

ior that does not seem to fit the norm to 

determine if there is a link 

.905  

Does not dismiss things that do not seem 

normal but rather tries to interpret it 

.893  

Tells someone when something is not nor-

mal or routine 

.866  

Able to see how events link together even 

when others do not 

.813  

Able to provide meaning to discrepancies in 

the normal routine 

.808  

Able to see patterns well .800  

Recognizes when something seems off .779  

Brings potential failures in the system to di-

rect supervisor 

.698  

Able to identify something that does not fit 

with normal routines 

.689  

Provides meanings for glitches in the sys-

tem 

.523 .364 

Can summarize key issues involved in a sit-

uation to others regardless of how much 

data he/she has 

 .882 

Can make decisions and recommendations 

even when he/she doesn’t have as much 

information as he/she would like 

 .879 

Can anticipate the political and interper-

sonal ramifications of his/her decisions 

 .799 

Can keep others abreast of his/her work ac-

tivities without over-informing or under-

informing them 

 .666 

Can estimate the potential deaths and inju-

ries that may occur as the result of his/her 

decisions or recommendations at work 

 .626 

Can assess how the members of the general 

public are being impacted by his/her 

unit’s actions or inactions during times of 

adversity  

 .624 

Can make decisions and recommendations 

even under extreme time pressure 

 .617 

Can determine which information is critical 

to relay to other units in advance of them 

requesting it  

.374 .587 

Can modify his/her regularly work activities 

instantly to respond to an urgent need 

 .567 

Note. Cross-loading items are in bold 

 

The items on the C-LEAD and Resourcefulness scale did not load on sep-

arate factors.  Thus, Resourcefulness is a relevant dimension for crisis 

aversion as well as during the crisis event.   

5 Discussion 

The purpose of the study was to operationalize the two first stages in the 

conceptual model of crisis leadership developed by Wooten and James 

(2008) by developing and validating an instrument to measure competen-

cies for crisis identification and aversion.  Through the development and 

validation steps, the item pool describing Wooten and James (2008) five 
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competencies loaded onto three separate factors: Participatory Manage-

ment, Sense making, and Resourcefulness.   The Leadership Effectiveness 

Scale and the General Risk Propensity Scaled established predictive va-

lidity for all three dimensions.  The C-LEAD Scale established discrimi-

nant validity for Participatory Management and Sense making.   

5.1.1 Practical Application 

There are differing perspectives where practical application is relevant.  

These areas include the leadership scholar, the crisis manager practitioner, 

the human resource and development practitioner, and the educator.   

The leadership scholar is now able to increase the quantitative research 

on crisis leadership, specifically on a leader’s ability to avert crisis.  Cor-

relations, predictions, and differences can be studied with crisis leadership 

and other constructs such as transformational leadership, servant leader-

ship, and organizational theories.  This research will enhance the literature 

on crisis leadership.  

The crisis manager practitioner can utilize the tool to assess the 

strengths and weaknesses of the current organizational structure as it re-

lates to personnel and crisis plans.  Training can be developed to increase 

cross-functional leaders in order to better equip an organization to be crisis 

averse.   

Human resource and development practitioners often create leadership 

development programs.  Now with a stronger understanding of the com-

petencies needed to be crisis averse, HRD practitioners can build training 

specific to improve these competencies.  An additive for HRD practition-

ers is that crisis leadership and effective leadership have a strong correla-

tion.  

Lastly, the educator would benefit due to the ability to include empiri-

cal data on crisis leadership in the leadership and business curriculum.  By 

including crisis leadership in the education of future leaders, these leaders 

will be more prepared to avert organizationally generated crises.   

5.1.2 Limitations 

Due to the utilization of snowball sampling, there was a high percentage 

of respondents in the field of education, 43.2%. A post-hoc analysis was 

conducted to determine if this overrepresentation skewed the results.  An 

independent samples t test was conducted with the three factors’ mean 

scores.  The first independent variable was higher education and the sec-

ond independent variable was all other industries.  The findings report that 

no significant differences exist in the mean leaves of the three scales.   

5.1.3 Future Research 

Due to the large number of items within the crisis identification and aver-

sion instrument along with the items in the validity scales, there was hes-

itancy to include too many demographic questions because of test fatigue.  

This assumption proved itself true 111 responded stopping at or around 

question 29.  That said, demographics on ethnicity, geographic regions, or 

age would add to the literature.   

Secondly, the instrument was taken from a follower’s perspective.  Fu-

ture research with the same tool taken as a self-report would be valuable.  

The challenge is whether or not a self-report would bring biases that skew 

the analysis.   

5.1.4 Conclusion 

Due to the increased crises occurring in organizations today, and the 

negative impact they have on organizations, leaders need to understand 

what it means to be a crisis leader.  The Crisis Identification and Aversion 

Tool provides a means to understand how a leader can develop into a crisis 

averse leader.  The first step of this understanding is quantitative assess-

ment.   
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Abstract 
 
This paper gives an insight on how to use big data analytics for developing effective health recommendation engine by analyzing multi structured 

healthcare data. Evidence-based medicine is a powerful tool to help minimize treatment variation and unexpected costs.  Large amount of healthcare 

data such as Physician notes, medical history, medical prescription, lab and scan reports generated  is useless until there is a proper method to process 

this data interactively in real-time.  In this world filled with the latest technology, healthcare professionals feel more comfortable to utilize the social 

network to treat their patients effectively. To achieve this we need an effective framework which is capable of handling large amount of structured, 

unstructured patient data and live streaming data about the patients from their social network activities.  

 

Apache Spark plays an effective role in making meaningful analysis on the large amount of healthcare data generated with the help of machine learning 

components and in-memory computations supported by spark. Healthcare recommendation engine can be developed to predict about the health 

condition by analyzing patient’s life style, physical health factors, mental health factors and their social network activities.  

 

Machine learning algorithms plays an essential role in providing patient centric treatments. Bayesian methods is becoming popular in medical research 

due its effectiveness in making better predictions.For example on training the model with the age of women and diabetes condition helps to predict the 

chances of getting diabetes for new women patients without detailed diagnosis. 

 

 

Keywords: Predictive analytics, Recommendation Systems, Bayesian rules, Big Data, Machine learning algorithms 

1. Introduction 
In today’s digital world people are prone to many health issues due 

to the sedentary life-style. The cost of medical treatments also keeps 

on increasing. It’s the responsibility of the government to provide 

an effective health care system with minimized cost. This can be 

achieved by providing patient centric treatments. More cost spent on 

healthcare systems can be avoided by adopting big data analytics 

into practice (1). It helps to prevent lot of money spent on ineffective 

drugs and medical procedures by making useful analysis on the large 

amount of complex data generated by the healthcare systems. There 

are also challenges imposed on the growing healthcare data. It’s 

important to figure out how the big data analytics can be used in 

handling the large amount of multi structured healthcare data. 

 
What is the need for predictive analytics in 
healthcare? 

To improve the quality of healthcare, it’s essential to use big data 

analytics in healthcare. 

Data generated by the healthcare industry increases day by day.  Big 

data analytics system with spark helps to perform predictive 

analytics on the patient data (3). This helps to alarm the patient about 

the health risks earlier. It also supports physicians to provide 

effective treatments to their patients by monitoring the patient’s 

health condition in real-time. Diagnosis can be improved by 

utilizing the expert recommendations from medical forums.   

Customized treatment can be achieved with the help of big data 

analytics, which helps in improving the quality of healthcare 

services. It also helps to alarm government about the seasonal 

disease that may occur in particular locality due to the change in 

weather condition. 

 

2. Big Data Use Cases for Healthcare 

http://www.ibii-us.org/Journals/JMSBI/
mailto:archulect@gmail.com


J.Archenaa et al. / Journal of Management Science and Business Intelligence 2017 2(2) 17-24 

 

18 
 

Many organizations are figuring out how to harness big data and 

develop actionable insights for predicting health risks before it can 

occur. Spark is extremely fast in processing large amount of multi-

structured healthcare data sets, as it offers ability to perform in-

memory computations. This helps to process data 100 times faster 

than traditional map-reduce. Spark’s support for lambda architecture 

allows to perform both batch and real time processing. 

 

2.1 Data Integration from Multiple sources 
Spark supports fog computing which deals with Internet of Things 

(IOT). It helps to collect data from different healthcare data sources 

such as  Electronic Health Record(EHR), Wearable health devices 

such as Fitbit, user’s medical data search pattern in social networks 

and health data which is already stored in HDFS(5). Data is collected 

from different sources and inadequate data can be removed by the 

filter transformation supported by spark.  

 

2.2 High performance batch processing 
computation and Iterative processing 

Spark is really fast in performing computations on large amount of 

healthcare data set. It is possible by the distributed in-memory 

computations performed as different clusters. Genomics researchers 

are now able to align chemical compounds to 300 million [2] DNA 

pairs within few hours using the Spark’s Resilient Distributed 

Dataset (RDD) transformations (6). It can be processed iteratively 

then. 

 

2.3 Predictive Analytics Using Spark Streaming 
Spark streaming components such as MLib helps to perform 

predictive analytics on healthcare data using machine learning 

algorithm [10]. It helps to perform real-time analytics on data 

generated by wearable health devices. It generates data such as 

weight, BP, respiratory rate ECG and blood glucose levels. Analysis 

can be performed on these data using k-clustering algorithms. It will 

intimate any critical health condition before it could happen. 

 

The below figure represent proposed big data healthcare ecosystem 

using Apache Spark and Hadoop.  

Apache Spark’s RDD based computations is extremely fast in 

processing large amount of data. Real time streaming data from 

social networking sites can be processed effectively. Mlib –Spark’s 

in-built library supports machine learning which is essential for 

designing health recommender systems. Prediction and 

Recommendation component are built using machine learning 

algorithm. 

 

Fig. 1. Apache Spark Healthcare Ecosystem with Hadoop 

 

 

3. Designing Healthcare Recommendation 
System 

A health recommender system (HRS) suggests medical information 

which is meant to be highly relevant to the advancement in  

Medical treatment associated with the patient history. 

 

HRS provide physicians, staff, patients and other individuals with 

knowledge and patient-centric information, intelligently filtered and 

presented at appropriate times, to enhance quality of healthcare 

services. Common features of HRS systems includes providing 

patient oriented guidance such as clinical information, integrating 

data from various sources (such as lab reports, medication history, 

imaging, wearable sensors, social media sites, health forums) into 

CDS (Clinical diagnosis system) application and provide relevant 

recommendations such as list of diagnosis, drug interaction alerts, 

preventative care alerts, suggesting patient centric health insurance 

plans, sending alerts about the hospital transportation required, 

sending alerts to patients about follow-ups, diet recommendations, 

Refilling medicines etc. 

Based on user’s medical expertise an HRS should suggest medical 

information, which is relevant to that user. Depending on the 

expertise of a HRS user, at least two separate use cases can be 

defined as follows: 

 
1. Use case A = Health professional as end-user 

In this scenario an HRS is used by a health professional to retrieve 

relevant information for a certain case. For example, existing 

clinical diagnosis, Clinical pathway or research articles from health 

forums can be computed automatically. This form of case-related 

information enrichment might support a physician with the process 

of clinical diagnostics as latest research results can be used for 

treatment decision support. In addition, naive-friendly documents 

can also be retrieved for the purpose supplying high quality 

information to patients in order to cope with a certain disease or 

adapt his or her lifestyle habits. 
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2. Use case B = Patient as end-user 

In this scenario a patient interacts with a HRS-enabled PHR without 

direct support by a physician. HRS computes user-friendly content 

according to the person's case history. The relevant items are 

recommended to the user. By selecting the highest ranking content 

a patient is empowered in terms of health information. 

  
 
3.1 PHR Enhanced with HRS 
 
A PHR (Patient health record) is an electronic application through 

which patients can access and share their health information in a 

private, secure and confidential environment [6]. System is useful 

only if it gives valuable insights from the user health history. PHR 

enhanced with health recommendation component provides relevant 

information to the users based on their needs. It will be valuable add 

on to the existing healthcare system which suggests personalized or 

case based health recommendations. 

 

Health Recommender Systems can assist its users in various stages 

in the care process, from preventive care through diagnosis and 

treatment to monitoring and follow-up. The most common use of 

HRS is for addressing clinical needs, such as ensuring accurate 

diagnoses, screening in a timely manner for preventable diseases, 

suggesting appropriate health insurance plans, alternative 

medicines, drug dosage recommendations or alerting adverse drug 

events. 

 

 

  

4. Healthcare Recommender System Framework 
 

Healthcare recommender system is represented by prediction and 

recommendation. It depends on a set of patients’ case history, expert 

rules and social media data to train and build a model that is able to 

predict and recommend disease risk, diagnosis and alternative 

medicines. Predictions and recommendations are approved by 

physicians. HRS system requires input information to generate 

predictions and recommendations. In this work diabetes data is used 

as case study. 

  

Training Data 

Pile of historical medical records of diabetic patients (935 records) 

has been collected from hospitals. The collected data records are 

represented by a number of attributes, values and doctors diagnosis 

for each case. Diagnosis scale ranges from 1 to 10 based on the 

severity of the disease, 5-represents critical condition, 4-represents 

severe requires immediate treatment, and 3-represents moderate 

requires further investigation, 2-represents normal, 1-represents 

within control. 

 

Demographic data of active patient 

It refers to the user’s data such as: name, age, location, education 

level, wearable device, lifestyle, food habits and type of 

connectivity. 

 

Medical Case History of Diabetes Patient: 

It comprises home test details such as blood sugar, blood pressure, 

weight. Diagnosis data comprises of physician notes, lab results, and 

medications. Diabetes data set is collected from KN specialty clinic 

and also downloaded from UCI repository.  

 

 

The output of the system is 

Prediction and recommendation: prediction is expressed as a 

numerical value that represents the disease risk diagnosis for future 

cases based on active patients. Recommendation is expressed as the 

suggestion required by the users. For example non healthcare 

professional might be requiring alternative remedies for treating 

diabetes. Healthcare professionals may be looking for disease 

diagnosis methods based on patient similarity. 

 

 

4.1 Building the Predictive Model 
 

Data Preprocessing 

Feature selection methods can be used to identify and remove 

irrelevant and redundant attributes from data that do not contribute 

to the accuracy of a predictive model. 

 

Data filtering is essential to avoid the creation of ambiguous or 

inappropriate models and improve the learning model performance. 

In our system, the diabetes dataset is filtered by determining the 

relevant features through InfoGainAttributeEval Attribute Selection 

method, furthermore, the data is also transformed to a form 

appropriate the classification. 

 

4.2 Classification using Bayesian Network 

 

Bayesian methods have become increasingly popular in medical 

research due its effectiveness in making better predictions.  Diabetes 

is a chronic condition that occurs when the body cannot produce 

enough or cannot effectively use insulin [1].  

 

Diabetes can mainly be of 3 types: Type-1 diabetes, Type-2 diabetes 

and Gestational diabetes. Type-1 diabetes results from non-

production of insulin & Type-2 diabetes results from development 

of resistance of insulin, as a result of which the insulin produced is 

not able to metabolize the sugar levels properly. Bayesian classifier 

is used to predict diabetes accurately even with less amounts of 

training data. 

Naïve Bayes is considered to be one of the most efficient and 

effective inductive learning algorithms for machine learning and 

data mining[5]. Bayesian statistics allow one to make an estimate 

about the likelihood of a claim and then update these estimates as 

new evidence becomes available. 

In Bayes' probability of a hypothesis is obtained by multiplying the 

prior probability with the strength of the new data. The new, updated 

probability is called the posterior probability, or just 'the posterior'. 

This is the sum total of probabilities of all possible relevant 

hypotheses. 

 

The posterior then becomes the new prior and the process may 

repeat. Let's consider how we can put Bayes' Theorem to practical 

use in everyday medical decision making. 
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1. For example 1 out of 1000 people die in diabetes it is known 

as the prior data.  

Prior Probability = 1/1000 = 0.001 

2. Another test  result indicates that there are 10% false positive 

result-indicates people who does not die due to diabetes 

10%*1000 = 100 false positives 

3. On an average, people 101 test positive for death due to 

diabetes out of 1000 people(1 true positive- 1 die in accident 

and 100 false positive- who have diabetes but does not die) 

4. Therefore 1 dies due to diabetes out of 101 people. 

 

Without the Bayesian perspective, these 101 people will likely all 

become convinced that they will die due to diabetes. Bayesian 

statistics allows to get clearer perspective about test results by 

combining prior knowledge with new data and updating our 

position. 

 

Baye’s theorem is represented by the below formula: 

 

P(H/D) =     P(D/H)*P(H) 

                 ------------------------------------------                (1) 

                   [P(D/H)*P(H)] + [P(D/H0)*P(H0)] 

 

P(H/D) is the probability of the hypothesis (H) given the data (D), 

P(D/H) is the probability of the data (D) given the hypothesis (H), 

 

P(H) is the probability of the Hypothesis prior to the new data (also 

called the "prior probability" or just the "prior"), and P(H0) is the 

null hypothesis. 

Combining background knowledge and evidence derived from data 

and missing data can be handled both in the construction process 

and in using a Bayesian network model. Expert systems based on 

Bayesian networks have the advantages of a formal mathematical 

foundation, relative computational tractability, and a graphical 

representation for presentation to an expert. 

 
4.3 Parameters used in Estimation 

 
Dataset of 1000 cases was prepared by collecting the data randomly 

from different groups of the society with an aim to have a variety in 

the dataset. To maintain accuracy and to avoid errors, data was 

preprocessed carefully. 

 

Attributes 

 

Description Values used 

Age Age of the user Discrete Integer 

Values 

Sex Male or Female Male or Female 

BMI Body Mass Index 

(Height to weight 

ratio) 

Discrete Integer 

Values 

Family History Any family member 

of the subject is 

suffering/ was 

suffering from 

diabetes.  

Yes or No 

Smoking Smoking habits of the 

user 

Yes or No 

Drinking Drinking habits of the 

user 

Yes or No 

Lifestyle Lifestyle of the user Active, Moderate, 

Sedentary 

Eating Habits Food habits of the 

user 

Healthy Foods, Junk 

foods 

Frequent 

Urination 

Urination habits of 

the user 

Frequent or Normal 

Increased Thirst Urge to drink more 

than usual 

Yes or No 

Fatigue Does the user feel 

fatigue often? 

Yes or No 

Blurred Vision Do you have blurred 

vision? 

Yes or No 

Waist Size Waist size of the user 

in inches 

Discrete Integer 

Values 

Gestational 

Diabetes 

Do you have 

gestational diabetes? 

Yes or No 

Polycystic 

ovaries 

Do you have 

polycystic ovaries? 

Yes or No 

Fasting Plasma 

Glucose 

Values of Fasting 

Plasma Glucose 

Discrete Integer 

Values 

Casual Glucose 

Tolerance 

Values of Random 

Glucose tolerance 

test  

Discrete Integer 

Values 

 

Expert Rules 

 

Fasting Plasma Glucose and Casual Glucose Tolerance Test 

 

No Diabetes Range 

 

If you had a fasting plasma glucose test, a level between 70 and 100 

mg/dL (3.9 and 5.6 mmol/L) is considered normal. 

If you had a casual glucose tolerance test, a normal result depends 

on when you last ate. Most of the time, the blood glucose level will 

be below 125 mg/dL 

If your HBA1C test values is below 97 mg/dL then its normal. 

 

Pre-diabetes Range 

 

If your Fasting Plasma Glucose test ranges between 100 mg/dl to 

125 mg/dl 

If your Casual Glucose test ranges between 140 mg/dl to 199 mg/dl 

If your HBA1C test values ranges between 97-154 mg/dL 

 

Diabetes Range 

If your Fasting Plasma Glucose test is 126 mg/dl or higher 

If your Casual Glucose test ranges is 200 mg/dl or higher 

If your HBA1C test values is greater than 180 mg/dL 
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Table 1. Life Style Based Analytics-Diabetes Profiling 

 

Features Employee A Employee 

B 

Diabetes 

Ratio 

 A to B 

Age 40 40 1 to 1 

Vehicle 

Type 

Cycle Mini Van 1 to 10 

Fast Food Rarely Frequent 1 to 40 

Hobbies Active 

Outdoor 

Reading 1 to 80 

  
This table describes about lifestyle based diabetes risk. 

 

 

 

 

5. Implementation 
 

Data from various sources combined with powerful learning 

algorithms and domain knowledge led to meaningful insights. 

Supervised pattern classification is the task of training a model 

based on labeled training data which then can be used to assign a 

pre-defined class label to new objects. Naive Bayes classifiers are 

linear classifiers based on Bayes theorem. Based on the conditional 

independence the presence of features are independent of each other 

[12]. Individual probability for all the features are calculated and 

classified into 3 classes: Diabetic, Pre-diabetic and No diabetic. 

Individual probability is computed for all the features to classify the 

case as diabetic, pre-diabetic and no diabetes. P(Diabetic=’Yes’) 

given “Casual Glucose Tolerance Test” = ‘Value from Test Data’ 

and “Increased Blurred Vision”=‘Value from Test Data’ 

.P(Diabetic=’No’) given “Casual Glucose Tolerance Test” = 

‘Value from Test Data’ and “Increased Blurred Vision”=‘Value 

from Test Data’. Similarly the probabilities of all the features are 

calculated. To deal with the condition of zero probability values for 

unknown features Laplace smoothing is used. By calculating 

individual probability values, the test data gets classified into one of 

the three categories-Pre-Diabetic, Diabetic or Not Diabetic. The 

development of the system is done using Apache Spark and Python. 

 

Table 2. Diabetes Classification using Naïve Bayes Algorithm 

 

Class Entries Percentage of Persons 

Pre-Diabetic 288 32 

Diabetes 225 25 

No Diabetes 387 43 

 

This table describes about the results obtained after applying 

Bayesian network 

 

 

5.1 Confusion Matrix 

Confusion matrix gives a complete picture of how your classifier is 

performing [10]. It helps to get a picture of what your classification 

model is getting right and what types of errors it is making. 

Classification accuracy is the ratio of correct predictions to total 

predictions made. 

 

Accuracy is calculated as = (TP+TN) / (P+N)                     (2) 

P = TP + FN N = TN + FP 

 

True positive (TP) - are the positive data set that were correctly 

labeled by the classifier. If the outcome from a prediction is p and 

the actual value is also p, then it is called a true positive (TP)[5]. 

True negative (TN) – are the data set predicted correctly for no 

diabetes. It is represented by TN. 

False positive – are the data set predicted incorrectly for having 

diabetes. It is represented by FP. 

False negative – are the data set predicted incorrectly for no 

diabetes.  It is represented by FN. 

 

Table 3. Number of Health Records 

 

Number of Training Records 650 

Number of Test Records 250 

 

TP=100 FN=34 TN=70 FP=46 

Accuracy= 170/134+116 = 0.68 

 

5.2 Building the Recommendation Model 

 

Hybrid Recommender System 

Medical expert systems are a branch of artificial intelligence that 

applies reasoning methods and domain specific knowledge to 

suggest recommendations like human experts [6]. To enable reliable 

and fast decision making process, medical expert knowledge needs 

to be converted to a knowledge based system. Knowledge based 

system is not sufficient to suggest reliable recommendations due to 

the limitations in updating expert rules based on the population 

studies and limited personalization. Data driven approaches apply 

data mining and machine learning methods to extract insights from 

the heterogeneous data [10]. It provides individual recommendations 

based on the past learning experience and the patterns extracted 

from clinical data. Combination of information retrieval and 

machine learning can be used for medical database classification. 

 

The below figure represents the source of Hybrid healthcare 

recommender system. 
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Fig. 2. Sources of Hybrid Recommender System 

5.3 Types of Filtering 

 

Collaborative filtering is the most common technique used by the 

recommender systems, in which the products are suggested to the 

user on the basis of users or items similarity. Correlations or 

similarities between users or items are calculated using K-Nearest 

Neighbor algorithm. Neighbor item ratings are combined to 

generate recommendations for the active user on unvisited or 

unrated items [7]. 

 

Content based filtering suggests the recommendations based on the 

user profile. For example type 2 diabetes diagnosis 

recommendations are suggested by keywords from patient case 

history [8]. The importance of words in the patient health profile can 

be evaluated using different weighted measure techniques, such as 

(a) Term Frequency/Inverse Document Frequency (TFIDF), (b) 

Bayesian classifiers, (c) clustering, and (d) Decision Trees (DT)[7]. 

For new users with few preferences, elicitation based 

recommendation method is used. 

 

Domain ontologies are used to extract semantic information about 

items used in collaborative filtering algorithms and structured 

objects in medical websites as semantic entities. Ontologies are 

essential in healthcare domain as it helps to categorize disease, 

symptoms, medications, procedures, health insurance and so on. 

 

 To provide personalized healthcare recommendations, we proposed 

social profile enhanced recommendations based on the following 

criteria: (1) users with similar health concerns rate similar healthcare 

products, service, medication, home remedies and so on (2) users 

who liked similar healthcare-related items tend to like the same item 

in the future.  

 

5.4 Social profile enhanced recommendation 

 

In this approach profile similarity is computed based on the 

following: 

1. Health Profile similarity  

2. Patient behavior similarity.  

 

Health profile information describes the patient age, location, 

gender and health-related concerns. Patient behavior similarity 

describes about the medical information accessed, healthcare social 

network actions, links accessed by user, user tagged by friends to 

health information, user’s subscription to healthcare groups [5]. 

Combination of case based similarity and social health profile 

similarity is computed. If the value exceeds the threshold then the 

recommendation is given to the user. 

   

5.5 Computing Case Based Similarities 

 

Hybrid filtering approach is used to improve the accuracy of 

recommendations. Rule based filtering is used to filter profiles 

initially based on the user queries.  Case based filtering is used to 

extract similar profiles based on patient health history. Case 

similarities are computed based on the KNN algorithm. Highest 

similarity score is suggested as recommendation. 

 

New cases input to the HRS are compared with the existing case 

library. If there are no identical cases, HRS searches for the next 

similar cases. Case similarity is computed by KNN weighted 

average. 

 

 A weighted K-NN performs an evaluation on the attributes of the 

instances. Each attribute is evaluated to obtain a weight value based 

on how useful this attribute is for correctly identifying the classes of 

the dataset. 

 

Similarity between cases is measured by the set of independent 

attributes. Attribute similarity is determined by the healthcare 

subject matter expert and stored as guiding rules. Similarity is 

measured by the numbers 0 or 1. Zero represents attributes are 

highly dissimilar and One represents attributes are likely similar. 

Importance of the attribute is measured as 1 –low importance or 5- 

high importance. 

 

The below figure represents hybrid case based reasoning model: 

Rule based methods are used for initial filtering which filters cases 

based on the expert rules.  

Case based filtering is used to extract similar cases based on the 

similarities between their attributes. 
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Fig 3. Hybrid Case Based Reasoning Model 

 

The equation for computing similarity using KNN weighted average 

algorithm is represented as follows: 

 

[1/ ∑ (𝐼𝐹 *𝐴𝐹)𝑁
𝐹 ] ∗ ∑ (𝐼𝑋 *𝐴𝑋)𝑁

𝑋             (3) 

 
 

IF and IX represents the importance of attributes.  

 

AF and AX represents the similarity scores between attributes 

 

 

Table 4. Case Similarity between attributes 

  

Feature

s 

Case1 Case2 Case3 New Case Similarit

y Score 

 

Age 36 25 35 27 Case1 vs 

new 

Case:0.89 

Sex Male Female Male Male  

Case 

history 

Pre-

diabetes 

Type 2 

diabetes 

Type 2 

diabetes 

Pre-

diabetes 

Case2 vs 

new 

case:0.65 

Lifestyle Moderate 

Exercisin

g 

Sedentar

y 

No 

Exercise 

Little 

Exercise 

 

Other 

Health 

concerns 

Obese Fatigue Depression

, Fatigue 

Overweigh

t 

Case3 vs 

New 

case:0.37 

 

This table shows the similarity between existing and new cases. 

 

Similarity (New Case, Case 1)  

= 1/17 * [(1*0.8) + (1*1.0) + (5*0.9) + (5*0.9) + (5*0.9)]  

= 1/17 * (0.8 + 1.0 + 4.5 + 4.5 + 4.5)  

= 0.89  

 

Similarity (New Case, Case 2) 

= 1/17 * [(1*1.0) + (1*0) + (5*0.7) + (5*0.6) + (5*0.7)]  

= 1/17 * (1.0 + 0 + 3.5 + 3.0 + 3.5)  

= 0.65  

 

 

Similarity (New Case, Case 3)  

= 1/17 * [(1*0.8) + (1*0) + (5*0.9) + (5*0.2) + (5*0)]  

= 1/17 * (0.8 + 0 + 4.5 + 1.0 + 0)  

= 0.37 

 

Similarity computation determines which case can be suggested as 

recommendation, high similarity score is suggested as solution. 

Based on the above computation, the system will choose case 1 as 

the suggestion for the new case (0.89 > 0.65 > 0.37).  

 

Can we trust recommendations? 

Mass of unreliable, redundant information on the websites makes it 

hard to use the information for health decision making [6]. It is 

necessary to present a solution that user can “trust” to information 

and knowledge that retrieve from recommender systems. 

Trust-aware recommender systems can be built by suggesting 

recommendations from trustable sources such as sites approved by 

Health on Net authority (HON) 

 
6. Conclusion & Future Work: 
 

In this work both the prediction and recommendation system in the 

context of diabetes was studied. Prediction is done using Bayesian 

classifier. Healthcare recommender systems are important as people 

use social network to know about their health condition. Accuracy 

of the prediction is measured using confusion matrix. Recommender 

systems outcomes are recommending diagnosis, health insurance, 

clinical pathway based treatment methods and alternative medicines 

to users based on their health profile similarity with others. Hybrid 

Recommender system filtering approach followed is –Content 

filtering, Rule based and Case based filtering algorithms was used. 

Further study on using collaborative filtering-social profile 

enhanced recommendation technique will be considered to improve 

the accuracy of recommendations. Reliability and security of social 

health information will be considered. Data from wearable device 

such as Fitbit will be considered for improving the prediction and 

recommendation performance. 
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Abstract 

This paper presents a multi-variate and multi-phase deterministic framework for IT acquisition on a very-large scale. The conven-

tional approach of IT acquisition through open tenders or contractual negotiations invariably elicits different kinds of fallacies. The 

deployment of the deterministic framework minimizes the shortcomings associated with the conventional IT acquisition approach. 

The salient factors for ensuring procurement success for very-large-scale IT acquisition are discussed and the notion of “acquisition 

preparedness” is delineated. Finally, the tangible benefits of the framework are further discussed in and illustrated by an actual ex-

ample of very-large scale IT acquisition undertaken by a federal government department in Canada.  
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1 Rationale underlying the need of very large-scale 

IT acquisition  

In times of economic recession, business enterprises and different levels 

of governments strive to minimize their capital expenditures for IT 

hardware (HW) and software (SW) acquisition [5]. Traditionally, very-

large scale or bulk purchases have offered a unified and standard ap-

proach for enterprises and governments to not only gain the best values 

for the capital expenditures but also minimize the administrative costs 

incurred in contracting [14]. The most impactful challenges that have 

plagued IT acquisitions over the last two decades have been examined 

recently [16, 17]. The importance of competitive negotiation is infor-

mation technology procurement has also been highlighted in some re-

search [18].  

Typically, a very-large scale IT acquisition is characterized by the 

purchase of IT HW or SW on a multiple-million-dollar consumption 

level in US currency with the following objectives [9]: 

- Satisfying customer's needs in terms of low cost, best quality, and 

expedient delivery;  

- Minimizing administrative or operating costs;  

- Conducting transactions with integrity, fairness, consistency and 

openness; and  

- Fulfilling other enterprise or departmental objectives. 

Over the past decades, enterprises have been utilizing a business strat-

egy of acquiring other companies [2, 10] as a means of cre-

ating a competitive advantage in offering new products, 

reaching new markets and generating new revenues. Aris-

ing from such an “acquisition” undertaking, there is an ev-

er-increasing need in merging and integrating dissimilar 

networks, systems and applications inherited from the ac-

quired companies [1, 11]. The establishment of a common 

computing environment (architecture, processing platforms, 

networking technologies, support infrastructure, etc.), in-

variably facilitates data flows and further streamlines sys-

tem interoperability [3]. As a result, large volume of HW 

and SW needs to be purchased to homogenize or consoli-

date various computing architectures.  

Consequently, open tenders (RFPs) separately issued by individual gov-

ernmental agencies or various departments in an enterprise can be con-

solidated into a very-large acquisition so as to leverage more buying 

power or negotiation advantage for better pricing schemes, merchandise 

delivery, support services or training offerings in IT acquisition.  

However, as a result of the inflexible nature of procurement process in 

accommodating the “uncertainties of complex systems”, it is always a 

formidable challenge faced by governmental or corporate enterprises in 

IT acquisitions [15]. 

http://www.ibii-us.org/Journals/JMSBI/
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2 Conventional framework for very large-scale IT 

acquisition 

Traditionally, in order to obtain “open and fair” competitive proposals 

from the vendor community, an enterprise or the governmental agency 

issues an RFP to the vendor community with a list of stipulated require-

ments and associated deadlines. Competition is normally carried out on 

the basis of:  

(a) Pricing quotes; or 

(b) Pricing quotes as well as details of proposed solution. 

To ensure the fairness and confidentiality of the process, vendors are 

typically asked to submit their bids either through (1) sealed bidding; or 

(2) controlled, competitive negotiation.  

Sealed bidding is characterized by a more rigid adherence to formal 

procedures. Those procedures aim to provide all bidders an opportunity 

to compete for the contract on an equal footing. In a sealed bidding ac-

quisition, an enterprise normally awards the bidder with the lowest re-

sponsive bid (price). In contrast, competitive negotiation is a more flexi-

ble process that enables the enterprise to conduct discussions, evaluate 

offers, and award the contract using price and other pre-determined 

factors. 

3 An Example for Very Large-Scale IT acquisition 

A major federal government department [8] in Canada with responsibil-

ity for the provision and oversight of a safe and efficient transportation 

system employs more than 20,000 employees operating more than 200 

facilities from coast to coast. The department operates over one hundred 

coast guard ships, a fleet of fixed wings and rotary wing aircrafts and 

many motor vehicles. It has responsibility for technical regulation, and 

for infrastructure, in the air, land and marine modes, providing regulation 

and oversight. In terms of computing architecture, the department has a 

heterogeneous and distributed computing environment with a myriad of 

computing machines ranging from main frames, minicomputers, super-

micros, PCs and laptops. As a result of processing needs for ever increas-

ing application transactions, the department undertakes to issue a very-

large scale of IT acquisition with an award of a supply contract over a 

period of five years for meeting several hundred requirements in the 

following categories: 

(1) Portability of applications among dissimilar systems; 

(2) Interoperability of applications over various computing plat-

forms currently in use or deployed in the future; 

(3) Flexibility in replacing HW or SW components of a vendor by a 

different vendor; 

(4) Continuity of support from vendors in operating and maintain-

ing the computing environment; 

(5) Commitment from vendors to continually develop and up-

grade/update the proposed HW/SW technologies; 

(6) The best pricing to reflect the ever-diminishing HW/SW pric-

ings over the duration of the awarded contract; 

(7) The expedient availability of parts/components in HW and SW 

(without substitutions) to be supplied throughout the duration of 

the contract; 

(8) The commitment to jointly develop a standardized operating 

system environment with the governmental agency; and 

(9) The training of system personnel in installing, operating, main-

taining and upgrading the required system. 

 

The winner of the contract award is required to supply, over a period of 

five years, the proposed system (HW, SW, installation, integration, 

maintenance, optimization, enhancement, and training services) to the 

federal government department.  

4 Fallacies of the conventional Acquisition Frame-

work 

It is customary in conventional RFP award whereby winner primarily 

takes all. As a result, there is an imminent danger of technology lock-ins 

with the winning vendor. Despite the proliferation of open technologies 

over the past decades, different vendors still employ different kinds of 

proprietary “hooks” to induce involuntary lock-ins on the part of their 

customers. This proves to be “expensive” technologically and adminis-

tratively for an enterprise. 

Technological advances progress at great speed in both HW and SW. 

Consequently, in later stages of a multiple-year contract award, an enter-

prise will end up with the not-so-up-to-date HW/SW technologies or 

sometimes obsolete technologies of the vendor.  This lagging behind in 

the state-of-the-art technology, nevertheless, needs to be circumvented. 

HW/SW prices at the time of the contract award can be competitive. 

However, as time goes by, both the prices of HW and SW are dropping. 

The gradual drops in pricing are not normally factored into the acquisi-

tion of HW/SW in later years of the contract. As a matter of fact, the 

contract turns out to be an obstacle for an enterprise to get the best price 

for each HW/SW acquisition from the award contractor. 

Delays in delivery or availability of HW/SW products are frequent in 

a very-large scale acquisition as there is a wide range of components to 

be provided by a bidding vendor which often forms partnerships with 

other auxiliary suppliers. The occurrence of mere minor delays in the 

delivery, installation, integration and testing, when all added up, can 

potentially be very costly for an enterprise and its operation.  

Should a contractual dispute occur with the award contractor and its 

auxiliary partners, it is very costly for an enterprise to embark on any 

legal proceedings to iron out or ascertain the actual contractual responsi-

bility of the award contractor and its auxiliary partners. The litigation 

will become very complex and time-consuming, particularly, when con-

sequential damages are involved. 

5 Multi-phase Framework for Very-Large Scale IT 

Acquisition 

In view of the aforementioned limitations and fallacies of the conven-

tional approach in IT acquisition, a deterministic and multi-phase 

framework, as shown in Figure 1, is deployed to issue a RFP to the ven-

dor community by the Canadian government department. 

This deterministic and multi-phase framework entails the following 

salient elements.  
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5.1 Phase 1 

Along with the submission of a proposal to fulfill the requirements of the 

RFP, each bidding vendor is required to further qualify and verify its 

technological capability by setting up a mock-up configuration at its 

company site(fully assembled at the expense of the bidding vendor) to 

prove the proper functioning of each proposed component, subsystem 

and integrated system. 

5.2 Phase 2 

Each bidding vendor is further required to be tested, on a random basis, 

over the supply of a specific HW/SW component from its partnering 

supplier, by the department so as to ascertain the efficiency and effec-

tiveness with which the bidding vendor delivers the proposed component 

from its partner supplier. Test suites are designed and utilized by the 

government department to ascertain the proper functioning of the set-up 

systems in the specific context of simulated departmental operation.  

5.3 Phase 3 

The bidding vendor which has passed the previous two steps will be 

formally attained the “proposal-qualified” status which permits the bid-

der vendor to enter into the actual field trial evaluations. Each “proposal- 

qualified” vendor is randomly assigned to an actual user site within the 

department’s operation to fully set up the proposed configuration (inte-

grated systems and applications) under the normal system loadings of the 

user site for different kinds of performance evaluations (synthetic, 

benchmarking and user-transaction-emulated testing). 

5.4 Phase 4 

Those “proposal-qualified” vendors with attainment to pre-determined 

performance levels and proven capability to resolve assigned system 

problems within the pre-determined times will be upgraded to “technol-

ogy-qualified” status. 

Each “technology-qualified” vendor will annually be required to be 

evaluated by a technical team dispatched by the department particularly 

on the technological progress and new product developments. The pur-

pose of this annual evaluation is to ensure that the “technology-

qualified” vendors will continually provide the most-up-to-date technol-

ogies to the department. 

At the end of the field trials in the second phase, each “technology-

qualified” vendor will be upgraded to “award vendor” and be formally 

given a 5-year licence to supply the proposed technology (HW/SW) to 

the government department.  

Figure 1: A Multi-Phase Large Scale IT Acquisition Cycle 
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5.5 Phase 5 

The actual purchase of HW/SW from each working unit of the govern-

ment department will be subsequently administered through a mini-

procurement, on pricing and availability only, among all the “award 

vendors” over the following 5-year contractual period. The award of 

such a multi-year license often saves significant administrative and con-

tractual-award overheads in the procurements of IT systems. At the same 

time, this approach also centralizes the procurements of IT systems in 

accordance with the departmental guidelines and standards in terms of 

deployment of systems in governmental offices. 

6 Salient factors ensuring success for enterprises in 

undertaking Very Large-Scale Acquisition 

6.1 Transient Computer Markets  

Computer market is constantly changing: regulatory changes (such as 

cyber law, telecommunication regulation, etc.); emergence of value-

centered acquisition for users (best price, best availability and best tech-

nology) or an ever-changing technology (analog-digital, coaxial cable-

optical fibre, baseband- broadband channel, etc.) [6]. This transience 

takes time to be transparent to the market and consequently creates an 

informational discrepancy in relation to targeted purchases to enterprises 

undertaking acquisitions. As a result, competing enterprises undertaking 

acquisitions must have the ability to comprehend the ramifications of this 

market transience and have the foresight (as opposed to their competi-

tors) to preemptively acquire the best value targets. In order to develop 

an informational advantage surrounding potential target purchases over 

the competing enterprises, enterprises are required to possess a proficient 

knowledge of the entire value chain of the targeted market. This crucial 

knowledge is detrimental in deciding whether an enterprise will gain a 

competitive advantage in the target market and be successful in very-

large scale acquisition. 

6.2 Post-Contract Award Negotiation 

One of the major fallacies of very-large-scale acquisitions is the overpay-

ing of the values of acquired systems over the agreed period of contrac-

tual supply. Consistently overpaying for very-large scale acquisitions 

will doom any acquisition program. Enterprises undertaking very-large-

scale acquisition must exercise the contractual right of negotiation with 

the supply vendors to iron out a differential pricing scheme that will 

benefit the enterprise over the whole period of the contractual award as 

both hardware and software depreciates in value every three to six 

months. In addition, a mechanism must be formulated to ensure that the 

supplied most up-to-date hardware and software will be delivered to the 

enterprises. This is in keeping with the best availability, best price and 

best-technology value proposition. 

6.3 Preemptive Outlet and Field Testing 

Given the nature and complexity of the very-large-scale acquisitions, 

many hardware, software and services suppliers with their affiliated 

subsidiaries are involved in an acquisition of this magnitude and size. As 

a result, there is a high probability of delays and mishaps in relation to 

the shipping, delivery, installation, integration and testing of the supplied 

hardware and software. It is therefore imperative to create a series of 

preemptive testing of all hardware and software at the manufacturing, 

supplying and shipping ends to ensure that the hardware and software are 

assembled in accordance with the stipulated technical specifications and 

standards. Corrective and remedial measures should be promptly formu-

lated in the event of failure to adhere to the stipulated standards.  This 

extra step will serve to eliminate any delays or mishaps in association 

with mal-functioning hardware or software after they are shipped to the 

enterprises.  Further field trial testing can be done at the user sites to 

ensure the proper functioning of the acquired hardware and software in 

the actual user environments of realistic and simulated system loadings. 

The institution of these preemptive testing will not only minimize delays 

or mishaps in the shipping and delivery process but also eliminate the 

needs of incurring litigation against the suppliers and their subsidiaries 

for failed deliveries or mal-functioning of hardware or software. This 

will ultimately reduce unnecessary extra expenditures over the predeter-

mined budgets and ensure success with the very-large-scale acquisition. 

6.4 Streamlined System Integration  

Most successful very-large-scale acquisitions need to address the follow-

ing suite of questions with due diligence to ensure successful integration 

planning.  

(1) What is the sequence by which various components or systems 

should be integrated?  

(2) What are some of the foreseen or unforeseen obstacles in the 

process of system integration?  

(3) What are the implications of the integration activities on users?  

(4) What are our maximum points of leverage with minimum dis-

ruption in the acceptance testing of acquired HW/SW with the 

existing systems? 

 

The migration and proliferation of the new integrated system into the 

production environment should be planned and executed incrementally 

in various phases to ensure a smooth and harmonized “roll-out” of the 

new system, interoperating in a streamlined manner, with existing sys-

tems within the enterprise. 

 

6.5 Prior Procurement Experiences Converging to Estab-

lished Procedure 

Research on organizational learning suggests that procurement process 

stemming from experience guide organizational behavior in acquisition. 

Previous acquisition experience with a specific target system procure-

ment provides opportunities to further improve the process and increases 

the probability of the process being utilized successfully in subsequent 

acquisitions [4, 12]. Empirical studies demonstrate that the more experi-

ence an enterprise's capability with a particular strategic action or direc-

tion over target system acquisition, the more likely they are to repeat 

acquisition with success [1]. In organizational learning theory, the re-

source-based view (RBV) advocates the notion that resources owned or 

controlled by the enterprise have the potential to provide a sustaining 

competitive advantage, particularly when they are not easily inimitable 

or substitutable [7]. The enterprise's acquisi¬tion experience can actually 

be viewed as a not-so-easily inimitable or construed as a non-

substitutable resource. Some enterprises, based on their prior procure-
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ment experience, promulgate standardized guidelines and processes for 

procurement, proposal qualification, bid evaluation of hardware or soft-

ware acquisition [4]. The established processes and guidelines enhance 

the integrity, consistency and fairness of these very-large-scale acquisi-

tions. 

7 Acquisition Preparedness 

Acquisition preparedness means an ongoing attempt on the part of an 

enterprise to establish an infrastructure whereby it is ready to embark on 

very-large-scale acquisition. The preparedness involves the development 

of a set of seven core capabilities that facilitate acquisition on a very-

large-scale.  The key thing is that the organization is ready to translate 

them into the context of very-large-scale procurement when an acquisi-

tion comes up. The seven core capabilities for this acquisition prepared-

ness are as follows. 

(1) Strategic agility:  insightful understanding of market dynamics and 

ability to formulate procurement action plans expediently.  

(2) Market Insight:  ability to grasp the changing nature of the system 

markets and uncover the new possibilities this has to offer.  

(3)Technological Tracking: constantly building the enterprise 

knowledge base of technological advancement in pertinent are-

as. 

(4) Enterprise Culture building:  to create and perpetuate the responsi-

ble leadership and responsive culture throughout the enterprise.  

(5) Resources management: the ability to deploy resources efficiently, 

effectively and productively throughout the enterprise 

(6) Standardized Project and Process Management:  to formulate and 

develop a fair, open and homogeneous procurement process 

with accountability, transparency and consistency. It has been 

found that the standardized solutions may be most effective for 

technology acquisitions [13]. 

(7) Experiential Management: the ability to learn from previous pro-

curements and to innovate on the new possibilities that fulfill 

the requirements of future acquisitions.   

 

Establishing acquisition preparedness sets the stage for generative value 

proposition thereby enhancing very-large-scale acquisition success. 

8 Conclusion 

By employing this multi-variate, multi-phase framework in very-large 

scale IT acquisition, the government department is able to: 

(1) Select multiple “award vendors” (instead of one) which are all 

technologically qualified to supply the proposed system to the 

government; 

(2) Keep the risks in malfunctioning or delays in delivery, installa-

tion, and integration of SW/HW to a bare minimum, as a result 

of pre-delivery trials; 

(3) Eliminate substantively any system mis-claims, incapability or 

unavoidable failures that might occur in the system production 

environment, because the field trials provide the best verifica-

tions of technical claims in each bidding vendor’s proposal; 

(4) Get the best prices and most expedient delivery, for each work-

ing unit, from the most competitive “award vendor”, as a result 

of each mini-procurement. This has totally eliminated the disad-

vantage of not getting the best price from cost deteriorations or 

obsolete technology in HW/SW; 

(5) Obtain continually the most up-to-date HW/SW technology 

from the award vendor, given the annual requirement of techno-

logical re-evaluation; 

(6) Eliminate the risk of potential lock-ins with a particular vendor 

by awarding of the contract to more than one single vendor. 

 

Contrasting the conventional approach and the multi-phase approach in 

very-large-scale acquisitions, the two major strategies in acquisitions is a 

choice between an “expense” synergy (also known as “cost savings”) 

strategy or a “growth” synergy strategy.   The multi-variate and multi-

phase approach described above embodies both strategies and has been 

adopted for very large-scale IT acquisition by government departments 

in Canada. With the identification of the salient factors for success in 

very-large-scale procurement and the establishment of acquisition pre-

paredness for an enterprise, the probability of success for very large-

scale IT acquisition will greatly be enhanced. 
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Abstract 
This project assisted students in their understanding of what various beliefs are held in a cultural environment that relate to that 
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1. Background Information 

The diversity of the population in the United States continues to 

rise.  This increase can be attributed to longer lifespans, births, as 
well as an increasing amount of immigrants to this country.  Gan-
dhi’s familiar quote,” Be the change you want to see” is a clarion-
call for colleges’, and universities’ action. 

The U.S. immigrant population stood at more than 42.4 million, 
or 13.3 percent, of the total U.S. population of 318.9 million in 

2014, according to American Community Survey (ACS), data. 
Between 2013 and 2014, the foreign-born population increased by 
1 million, or 2.5 percent. Immigrants in the United States and their 
U.S.-born children at that time numbered approximately 81 mil-
lion people, or 26 percent of the overall U.S. population. 

As a leading University, our facility has a responsibility to create 
a teaching and learning environment immersed in a variety of 
ideas, beliefs, and lifestyles.  We live in a global society thus The 
University of West Alabama offers opportunities for students to 
experience and embrace diversity through classes, guest speaker 
programs, interactions with students and faculty from various 
backgrounds. A need for growth in multicultural competency 

throughout The University is evidenced by University’s commit-
ment to diversity through the Strategic Diversity Plan endorsed by 
the Board of Trustees in 2007 and through the increase of diver-
sity among The University of West Alabama students with a ten-

fold increase with international students from 2010 to 2013 (Uni-
versity Progress Report 2013). 

Rochester (2016) noted this study will be conducted in sec-
tions of course CO547, Multicultural Counseling during the 
Summer Two session (two classes), the Fall One (two clas-
ses) 2016, and Spring One (two classes), 2017. The total 

number of students in these six classes was 110.  Out of the 
110 students in the six classes a total number of 102 partici-
pated in the research study.  The researcher will is the same 
for all respective courses in the study. After recording the 
results of this study there may be more classes in the Multi-
cultural Populations courses that the researcher will include 
through coordination of additional participation.   Additional 
course sections could be added due to the recent   Alabama 

State Department of Education determination that this course 
meets their requirement for diversity preparation for educa-
tors.  

2. The Literature Review 
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“The National Center for Cultural Competence 
http://nccc.georgetown.edu.html promotes the value of self-as-
sessment as a way to enhance delivery of services by individuals 
and organizations to cultural and linguistic populations that are 
increasing in diversity. As noted in this website, “Assessing atti-
tudes, practices, policies and structures is a necessary, effective 
and systematic way to plan for and incorporate cultural compe-

tence” (Retrieved from http://nccc.georgetown.edu/orgsel-
fassess.html on April 12, 2016).  During the spring of 2016 the 
Department of Education at The University of West Alabama 
committed to require every graduate to enroll in a multicultural 
counseling course to expose students to an environment of learn-
ing more about divisive issues to develop multicultural compe-
tency.   

Mariska, (2013) notes the future of multiculturalism lies with 
building effective multicultural skills training for counseling 
students and professionals.  Mariska believes the greatest 
challenge is learning how to step outside of your own 
worldview. This is a challenge inherent in all aspects of 
counseling, as we consistently work to engage both our em-

pathy for our clients’ experiences and the knowledge that 
their perception of these experiences can be vastly different 
from our own.  McCombs and Vakili emphasizes one way 
that diversity, e-Learning, and technology connect is through 
e-Learning experiences that are grounded in learner-centered 
principles and support the complex process of learning 
through collaboration and learning situated in inquiry and 
community. Features of such learning experiences and in-
structional practices are multiple ways of presenting course 

curriculum using a variety of technologies such as: 
 
• Graphics 
• Audio 
• Video 
• Animation 
• Learner choice to match learner needs 
• Class discussions 

• Collaboration 
• Problem-solving 
• Flexible curriculum  

Volckmann, (2012), writes, “Diversity encompasses different el-
ements, such as “socio-economic, worldview, race, age, cultural, 

gender, sexual orientation, physical abilities, cognitive abilities, 
life experiences, and developmental stage.”  (D’Andrea & Dan-
iels, 1992)  Generally, multicultural counseling courses stress a 
combination of one or more of the three dimensions of multicul-
tural competence-awareness, knowledge, and skills. 

(Mitchell, 2015)  In most four-year college strategic plans, 

there is a good-faith statement calling for increasing diversity 
as an institutional goal. There are good-even noble-reasons 
for doing so. The principal one is that American colleges and 
universities must look more like the rest of America if they 
are to remain relevant in the 21st century. Once federal and 
state governments adopted the principle of increasing access 
through programs like the GI Bill, direct state subsidies, the 
Pell Grant and various federal loan programs, there was no 

turning back. It’s been good for America as the nation con-
tinues its chaotic march toward broader equality for its citi-
zens. Further, the linking of access to diversity more directly 

reflects the changing demographics of American society, the 
need to retrain in a postindustrial economy with a strong 
manufacturing component and a growing service sector. 
Fundamentally, it affects America’s ability to compete in a 
global economy. 

Rosado (2015), who specializes in diversity and multicultur-
alism, described seven important actions involved in the def-
inition of multiculturalism: 

o recognition of the abundant diversity of cultures; 

o respect for the differences; 
o acknowledging the validity of different cultural expres-

sions and contributions; 
o valuing what other cultures offer; 
o encouraging the contribution of diverse groups; 
o empowering people to strengthen themselves and others 

to achieve their maximum potential by being critical of 
their own biases; and 

o celebrating rather than just tolerating the differences in 

order to bring about unity through diversity. 

“The goal of assessment is to contribute to the counselor’s profes-
sional competence when dealing with diverse clientele” 
(Deardorff, 2009; Lonner & Hayes, 2004; Paniagua, 2010; Stern-
berg & Grigorenko, 2004; Sue, Arrendondo, Sternberg & Grigo-

renko, 2004; Sue, Arredondo & Davis 1992).  “This process aims 
to bring people who are culturally or ethnically diverse (the “cli-
ents”) together with psychologists and others who themselves dif-
fer from the clients culturally or ethnically.  Counselors and ther-
apists should be acutely aware of the responsibility they have in 
the assessment of persons as well as in the proper delivery of their 
professional skills.” (American Psychiatric Association, 2000, 
2013; American Psychological Association, 2001; Draguns, 

1998).  
 

Research indicates that education and the world of work have 
continued to increase in cultural diversity.  As early as 2004, 
the US Department of Education Office of Civil Rights pre-
sented commitment to work with educators to strengthen mul-
ticultural competency in academia from Pre-K through Higher 
Education.  Efforts from this commitment focused on increas-
ing diverse inclusivfe academic communities to support stu-

dent enrichment through exchange and exposure to others 
with talents, backgrounds, viewpoints, and experiences differ-
ent from their own.    As this presence of diversity in educa-
tional settings grew, need also grew for multicultural compe-
tency for educators and for support staff such as counselors.  
Warner (2002), notes six areas of competency within an indi-
vidual’s views and understanding about diversity and their 
perspective regarding awareness and commitment to a cultur-

ally diverse workplace.  These are: 
1. Awareness and Climate 
2. Levels of Inclusion 
3. Levels of Tolerance and Understanding 
4. Degree of Empathy 
5. Degree of Adaptation and Change 
6. Persistence and Commitment 
Research has supported inclusion of diversity training for both 

future educators and future counselors.  Lonnquist, Banks, and 
Huber (2009) noted that inclusion of diversity training for fu-

http://nccc.georgetown.edu/orgselfassess.html%20on%20April%2012
http://nccc.georgetown.edu.html/
http://nccc.georgetown.edu/orgselfassess.html%20on%20April%2012


Diversity Assessment to Learn About Students’ Attitudes and Awareness Concerning Diversity … 

32 

 

ture educators would serve to influence their increased cul-
tural competency and better prepare them to provide a strong 
learning experience for learners with diverse needs.  Carjuzza 
(2007) noted that while student bodies are becoming more cul-
turally diverse, teacher bodies are becoming more culturally 
homogeneous.  Carjuzza integrated an experiential component 
in a required multicultural foundations course for pre-service 

teachers.  Currently graduate counseling and student affairs 
majors at UWA also participate in a similar experiential com-
ponent which requires students to experience a facet of life in 
a culture other than their own.  Shen (2007) conducted a study 
to assess school counseling students’ self-perception of com-
petence with Asian American students and found perceptions 
of reduced knowledge in comparison to awareness and skills.  
Shen noted that attainment of sufficient knowledge required 

resources outside the traditional classroom learning, thus in-
dicating a need for identification of areas of knowledge need.   

   
Hodges (2001) noted that, “a crucial task of college counseling 
centers in the 21st century was support of the growing multicul-
tural landscape of higher education through design of service de-
livery to support the needs of a diverse student population.  This 
support included examination of issues from a cultural framework 

and design of interventions that integrated the value of culture”. 
Ethan and Siedel (2013) noted that professors felt they were 
brought into the lives of students for guidance and support 
whether trained for this or not.  Indications were that faculty in 
addition to counseling center staff would benefit from enrichment 
of multicultural competency as they supported and guided in-
creasing diverse student populations.  A need for growth in mul-
ticultural competency throughout The University is evidenced by 

University commitment to diversity through the Strategic Diver-
sity Plan endorsed by the Board of Trustees in 2007 and through 
the increase of diversity among UWA students with a ten-fold in-
crease with international students from 2010 to 2013 (University 
Progress Report 2013).     
The National Center for Cultural Competence 
http://nccc.georgetown.edu.html promotes the value of self-as-
sessment as a way to enhance delivery of services by individuals 
and organizations to cultural and linguistic populations that are 

increasing in diversity. As noted on the website, “ Assessing atti-
tudes, practices, policies and structures is a necessary, effective 
and systematic way to plan for and incorporate cultural compe-
tence” (Retrieved from http://nccc.georgetown.edu/orgsel-
fassess.html on April 12, 2016). 
 

3. Project Description 

The research study was designed to assess needs for growth in 
multicultural competency among university students as diversity 
grows among members of The University of West Alabama com-
munity and students prepare to serve in settings that are also grow-

ing in diversity of employees and students.  The study consisted 
of the administration of pre and post diversity self–assessment.  
Students enrolled in the CO547 Summer Two, 2016 (which con-
sisted of two six-week sessions), Fall One, 2016 (which consisted 
of two eight-week sessions), and Spring Two, 2017 Two, (which 
consisted of two eight-week sessions), and Spring One, 2017 
(which consisted of two eight week sessions). Online students en-
rolled in these courses at The University of West Alabama were 

invited to participate via electronic completion of the pre and post 

survey.  The same professor/researcher administered all of the 
pre-survey, and post survey instruments. The Informed Consent 
was completed with an electronic signature obtained.  After sub-
mission of this consent, participants were invited to take an anon-
ymous per-survey prior to learning about the Multicultural Im-
mersion Project.  The pre-survey was administered the first week 
of classes.  The last week of classes the same students were invited 

to take an anonymous post survey. The study focused on the im-
pact that the information learned in a multicultural course will in-
crease student’s skills, competence-awareness, empathy, and 
knowledge of a diverse population.  Analyses of the pre and post 
diversity self-assessment tool indicated that students increased in 
the four dimensions which are:  Multicultural skills, Multicultural 
competence-awareness, Multicultural empathy, and Multicultural 
knowledge. The diversity course which is CO547, Counseling 

Multicultural Populations, used for this study requires a Multicul-
tural Immersion Experience and paper detailing the immersion.  
Following is the description of the Multicultural Immersion re-
quirement. A requirement of CO547 is participating in a cross-
cultural immersion experience designed by the student with su-
pervision of the professor. The purpose of this field experience is 
to place the student into a cultural context where the student has 
little or no experiential familiarity. While such an experience is 

ideally suited to a study-abroad experience, meaningful cross-cul-
tural experiences may be created at the local level in one's com-
munity. The immersion experience may focus on any of a number 
of cultural identity factors such as race, ethnicity, religion, sexual 
orientation, etc.  Each student will propose a cultural immersion 
experience and obtain approval from the professor prior to begin-
ning the experience. Please note that this activity requires placing 
the student into an identified cultural context, NOT bringing ele-

ments of an identified cultural context into the student's sphere of 
familiarity. This project was done during the Summer Two, Fall 
One, 2016 sessions, and the Spring One 2017-time frame. During 
the first week, the students were sent an example of a cultural im-
mersion paper. The student does not have to visit another place to 
complete the cultural immersion experience. The student may do 
this immersion in their home city, town, or community. The stu-
dents may do this study in another religion, a nursing home facil-
ity, a subculture, another school system, and with persons from a 

different background than the student’s own background. 

Time parameters for the field experience will vary, but the overall 
experience designed by the student should be sustained and on-
going, ideally involving an extended duration over several weeks. 
Limited contact duration and one-time activities or events will not 

fulfill the immersion requirement. The student is to do this study 
during the current course session; past experiences will not be ap-
proved for this project. Successful completion of the Cultural Im-
mersion Experience will require submission of a summary which 
outlines dates, events, and reactions concerning activities and ob-
servations each date. A written paper summarizing the immersion 
experiences and overall reactions is to be submitted. The student’s 
paper shall have a thesis statement, and background information 

pertaining to the culture studied. This paper is to be a minimum 
of 10 double spaced pages written in APA format. The cover page 
of this report does not count as one of the 10 pages of information. 
The paper is to have an introduction pertaining to the culture se-
lected to study (the reason this culture was selected to study, and 
some historical background about the culture studied). The stu-
dent must remember the primary focus of the paper is the immer-
sion experience. Students are to present a list of dates worked on 
the project. Each date is to have the activity participated in and 
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reactions to the activity. The paper is to have a conclusion with 
reactions to this experience. As with every assignment all infor-
mation outside the realm of general knowledge must be refer-
enced. Past activities undertaken by students in this course have 
included living with the family of a different race or ethnic group 
for several weeks, taking a trip to rural Mexico, staying at a Native 
American (Indian) reservation, participating in the religious and 

social events of another religious group over several weeks, and 
participating in the social/political activities of a gay or lesbian 
community. Creativity and innovation are encouraged with 25% 
of the grade for this activity being derived from the instructor's 
evaluation of the appropriateness, depth, and duration of the ex-
perience reported by the student. Students must place the Cultural 
Immersion papers in the Discussion Board if they wish to share 
with classmates.  To measure the improvements in students’ mul-

ticultural awareness a pre-diversity course self-assessment was 
administered to students enrolled in the CO547 Diversity Course 
before the course was taught, and before the Multicultural Immer-
sion Experience was completed. After students had completed the 
CO547 Diversity course, and Multicultural Immersion Experi-
ence the post-diversity self-assessment was administered.  Thus, 
it will be learned if students have gained multicultural awareness 
and positive attitudes after completing this course on diversity, 

and participating in a Multicultural Immersion Experience.  Par-
ticipation in this research project will be voluntary on the part of 
the students.   It is anticipated that this research will show that 
students gain multicultural awareness and positive attitudes about 
diversity by taking this course. (Rochester, The University of 
West Alabama Blackboard CO547 courses 2016, and 2017). 

4. Conclusions and Findings  

The research study was designed to assess needs for growth in 
multicultural competency among University students as diversity 
grows among members of the University Community and students 
prepare to serve in settings that are also growing in diversity of 

employees and students.  This information will support develop-
ment of appropriate training and ongoing program support by of-
fering more students an opportunity to enrich cultural competency 
and diversity equity in: 

  Career preparation programs that require inclusion of prep-
aration in cultural competency and diversity equity such as 
educator preparation and counselor preparation.   

 Delivery of culturally competent counseling and other Uni-
versity services to members of the culturally diverse Uni-
versity community. 

  
This information will also support efforts to attain seed grant 
funding for establishment of a sustainable program of support 

for the above.  
 Of the 102 students who voluntarily participated in this research 
study there was a positive outcome on the post-surveys as com-
pared to the pre-surveys.  The research reviled that the students 
gain knowledge as that their skills increased, as well as compe-
tence-awareness, empathy, and knowledge of a diverse popula-
tion.  
 
The intent of this proposal is to offer this training through an 

online module housed in a current Blackboard shell for the CO547 
courses and to collaborate with University programs of study for 
integration as needed into their curriculums.  Based on the current 
study, recommendations are to provide for additional CO547 

Counseling Multicultural Populations Courses to the graduate stu-
dent population. The current study provides stimulus for future 
research, and likewise, a longer term of study.  A replication study 
will provide another safeguard to find out if this Multicultural 
Cultural Course offered is providing effective training.    This 
study strengthens the University’s commitment to offer diversity 
courses for every graduate student enrolled in a graduate program 

of study in the College of Education. 

This information will also support efforts to attain seed grant 
funding for establishment of a sustainable program of support for 
the above.   Suffice it to say that this research will assist in provid-
ing a comprehensive snapshot of the vision of a need for growth 

in multicultural competency throughout the University as illus-
trated by The University’s commitment to diversity through the 
Strategic Diversity Plan endorsed by the Board of Trustees in 
2007 and through the increase of diversity among The University 
of West Alabama students with a ten-fold increase with interna-
tional students from 2010 to 2013 (University Progress Report 
2013). It is anticipated that ongoing research will be conducted to 
assess the dynamic efficacy of a program to promote and sustain 

cultural competency among the University community. 
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Abstract 

The purpose of this research is to compare seven machine learning methods to predict customer’s credit card default payments in 

Taiwan from UCI Machine learning repository. By comparing different machine learning methods for classification; we aim to deter-

mine the best method and study the behavior of clients from each method based on a cost control perspective. Majority of customers 

do not default on their payments and hence a severe imbalance in classification accuracy pose a significant challenge. Objective of 

using various machine learning methods is to predict the best possible cost-effective outcome from the risk management perspective. 

Like any classification problem; the model is trained with different algorithms with re-sampling methods. A cost function is also 

implemented by implying a higher cost to defaulters classified not correctly. The cost function not only keeps a good balance in 

predictive accuracy but also a parameter well known as Mathew’s Correlation Coefficient (MCC) to not compromise on losing poten-

tial customers. By varying the cost factor; we have also tried to see the behavior of each machine learning method (linear or non-

linear) which will eventually help us to determine the best algorithm for the said problem. The outcome had different behavior of the 

results based on cost for original vs resampled data and between different methods. Depending on the trend of results (linear or non-

linear) we preferred the method and type of data with non-linear trends. Non-linearity has more cofactors and hence more accuracy 

which was witnessed during the analysis. It was concluded that original data with Random Forest algorithm is the best in terms of a 

good balance on cost vs the accuracy. 

 

Keywords: Cost factor, Predictive Accuracy, Machine Learning, Default payment 

 

 

1 Introduction  

In recent times, the credit card issuers regularly face credit debt crisis es-

pecially after 2008-2009 economic collapse. Many instances of over-issu-

ing the credit cards to unqualified applicants have raised concerns. Our 

aim is to determine probable defaulters with reasonably good accuracy and 

to develop a cost-effective model where not all but the defaulters can be 

predicted with better accuracy while retaining good customers at the same 

time. It is a big challenge for any card issuing financial institution as well 

as for the shareholders and clients. 

The use of machine learning methods has significantly increased post 

2009. Butaru et al. (2016) used machine learning methods to predict de-

linquency across 6 major commercial banks using macroeconomic varia-

bles. Failure of commercial banks is very much related to bad credits. To 

evaluate the accuracy for the credit card default, many different ap-

proaches including linear discriminant analysis [Wiginton, 1980], k-near-

est neighbor [Henley and Hand, 1996], classification trees [Bastos, 2007], 

artificial neural networks [Malhotra, 2003] etc. have been used in past. 

The performance of one method over the other usually depends on the 

problem. This paper is an attempt to address usage of the most frequent 

type of credit card data. This includes demographic information like age, 

gender, marital status etc. and the credit history showing billing and pay-

ment records to predict performance of an individual’s risk when it comes 

to a potential defaulter. Present study tries to identify a standard method 

that lowers the cost along with maintaining the quality of results in terms 

of accuracy. 

Many advanced machine learning methods can be used for classifica-

tion of clients based on risky or non-risky with a predictive accuracy 

[Chen and Lien, 2009]. Chen and Lien used six different machine learning 

methods and concluded Artificial Neural Networks is the best when it 

comes to predictive accuracy using the same dataset. Chen and Lien, 2009 

did not utilize Random forest [Leo, 2001] algorithm. These advanced 

methods can detect a client who might default on next payment with a high 

accuracy. But there is a high potential to lose many good customers as 

when the default detection is so specific it might categorize a lot of good 

customers as defaulters. But it might categorize a lot of good customers as 

defaulters when the default detection is so specific; it might list lot of po-

tential good customers to fall in category of defaulters. Just to get a high 

predictability of defaulters, one cannot afford to lose such good customers 

http://www.ibii-us.org/Journals/JMSBI/
mailto:neemas1@gator.uhd.edu
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as it might very well prove detrimental for financial institutions issuing 

credit cards. A good prediction will potentially have a mix of risky and 

non-risky clients with a better accuracy in predicting a defaulter in a cost-

effective manner.  

The models developed from these machine learning methods can be 

modified to implement a cost factor to have a risk control [Galindo and 

Tamayo, 2000] by penalizing false predictions of defaulters. with a good 

estimation on prediction of defaulters while maintaining a good number 

of consumers and reduce the overall cost. Present approach of implement-

ing a risk control is an attempt to answer questions listed below by imple-

mentation of a cost control parameter: 

 

(1) Is there any difference in cost effectiveness of different machine 

learning methods? 

(2) Does cost is the only factor to be considered while assessing the 

risk? 

The seven machine learning methods used in this project are as follows: 

 

(1) Artificial Neural Networks 

(2) K-Nearest Neighbor 

(3) Linear Discriminant Analysis 

(4) Logistic Regression 

(5) Decision Tree 

(6) Naïve Bayes Classifiers 

(7) Random Forest.  

2 Classification Accuracy 

2.1 Data Description 

This research is based on a multivariate classification dataset provided in 

UCI Machine Learning Repository. The data contains 30,000 clients with 

23 attributes with no missing information (Table 1). Attributes X1 through 

X23 are independent variables; and class is the dependent variable with 

binary classes (0,1); 0 – Not defaulted, 1 – Defaulted on credit card pay-

ment. 

A preliminary insight to data shows that there is a significant imbalance 

since approximately 78% of the clients never default (23,364 out of 

30,000). All of the 23 variables from the dataset are described below and 

have been utilized in this research 

 

 X1: Amount of the given credit (NT dollar): it includes both the in-

dividual consumer credit and his/her family (supplementary) credit. 

 X2: Gender (1 = male; 2 = female). 

 X3: Education (1 = graduate school; 2 = university; 3 = high 

school; 4 = others). 

 X4: Marital status (1 = married; 2 = single; 3 = others). 

 X5: Age (year). 

 X6–X11: History of past payment. We tracked the past monthly 

payment records (from April to September 2005); as follows: X6= 

the repayment status in September 2005 X7= the repayment status 

in August 2005 X11 = the repayment status in April, 2005. The 

measurement scale for the repayment status is: -1 = pay duly; 1 = 

payment delay for one month; 2 = payment delay for two months; 8 

= payment delay for eight months; 9 = payment delay for nine 

months and above. 

 X12–X17: Amount of bill statement (NT dollar). X12 = amount of 

bill statement in September 2005; X13 = amount of bill statement 

in August 2005 X17 = amount of bill statement in April, 2005. 

 X18–X23: Amount of previous payment (NT dollar). X18 = 

amount paid in September 2005; X19 = amount paid in August 

2005. X23 = amount paid in April 2005. 

A correlation heatmap of the data (Fig 1) was developed to check collin-

earity in the data. Very well-defined collinearity of the data is observed 

and therefore, one should consider use of penalized methods like Ridge 

or Lasso regression. A principal component analysis with LDA (Linear 

Discriminant Analysis) is also used to see if the results improve by re-

ducing the dimensionality in the given dataset. For further analysis train 

dataset and test dataset are created with 2/3rd i.e. 20,000 clients for train 

data and remaining 1/3rd for the test data. 

 

 

 

Fig. 1. Correlation Heatmap. Shows the Pearson’s correlation coefficients between the 

different attributes. 

2.2 Preliminary Accuracies 

To evaluate the accuracy of default using the chosen methods in section 1, 

one can see 3 types of accuracies as follows 

 

(1) Accuracy of default = No when the client is predicted as not de-

faulter  

(2) Accuracy of default = Yes when the client is predicted as de-

faulter, and 

(3) Overall accuracy for correct prediction of default = No and de-

fault = Yes  

In imbalanced data, it is generally seen that overall accuracies might be 

very good but if one focuses on accuracy of default = Yes, it falls lower 

than 50% accurate. These preliminary accuracies are a direct result from 

imbalance in the dataset as explained in Section 2. A visual comparison of 

accuracies in all 7 methods are shown in Fig 2. 
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Fig. 2. Preliminary Accuracies. Shows the accuracies of default = No/Yes for all 7 ma-

chine learning methods along with overall accuracies for each method. 

It can be clearly interpreted from Fig 2 that except Naïve Bayes classifiers 

with overall low accuracy is better than other methods in predicting both 

classes (i.e. default = Yes and default = No) with more than 60% accuracy. 

All other models provide better prediction in case when default = No but 

provide poor prediction (lower than 50%) in case of default = Yes. This 

makes them difficult to accurately predict who may potentially default on 

their credit card payment. One can clearly forecast a need to improve the 

balance in accuracies of default and no-default for all the models except 

Naïve Bayes which is good in predicting balanced accuracies.  

3 Methodology  

There are two ways to analyze data by using all seven methods to improve 

the balance in accuracies and keep cost effectiveness. For each method, 

client data is randomly divided into training data (about 2/3rd of all data) 

and remaining client data were used to validate the model. The dataset is 

used with two different approaches as shown below:  

 

(a) Cost Function: A cost matrix shall be implemented using a cost fac-

tor (>1) for the more expensive clients presented by confusion ma-

trix below to reclassify the classes based on cutoff probability which 

depends on the imbalance of the train data.  

Table 1. Cost Matrix (Use of cost factor for bad clients) 

 

 

Cost function also utilized another parameter widely known as Matthew’s 

Correlation Coefficient (MCC) [Liu et al, 2015] defined below: 

 

 
 

TP, TN, FP & FN are defined as follows: 

TP – True Positive; client who did not default and predicted as not de-

faulter, TN – True Negative; client who default and predicted as de-

faulter, FP – False Positive; client who did not default but predicted as 

defaulter (less expensive) and FN – False Negative; client who defaulted 

but predicted as not defaulter (more expensive). These terms are clearly 

presented in Table 2. 

 

Table 2. Confusion Matrix (Use of cost factor for bad clients) 

 

 
 

Implementation of MCC will control the risk by minimizing the cost and 

have a better balance on the prediction as well. MCC shall be always 

above “zero” (means greater than 50% balanced accuracy; both sensitivity 

and specificity) and closer to +1. The selection of best model based on 

MCC and Cost Factor will be on getting “Less Cost & Similar/better 

MCC”. 

 

(b) Resample the train dataset such that the proportion of default is more 

balanced. This can be performed using following methods: 

 

Subsampling methods: 

 

 Under Sampling (choose less data with default = No) 

 Over Sampling (choose more data with default = Yes), and 

 

Synthetic data generation 

 

 SMOTE (Minority oversampling) 

 ROSE (Random oversampling) 

From above 5 ways to analyze each machine learning method, following 

methodology is adopted to select the best model in each machine learning 

method (Fig 3). As discussed earlier cost is not the only parameter to 

choose the best model. In this paper, results with lower than 10% reduction 

in MCC were not selected as the best models to prevent significant reduc-

tion in customer base.  

 

 
Fig. 3. Best Model Selection. Shows the flowchart on how to select the best model for 

each machine learning method. 

4 Results 

Any of the 5 ways mentioned above can be selected as the best cost-effec-

tive model for each method based on original vs resampled train data. Cost 

factor of 10 and 15 is chosen to understand effects of cost factor variation 

on performance of the model in terms of predictive accuracy and MCC. 

There are cases where the most cost-effective model is different for dif-

ferent cost factors. Furthermore, the results also justify usage of different 

models and, the reason behind choosing cost factor of 10 and 15. 
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4.1 Sample Results (ANN) 

For each machine learning algorithm, the user defines range of few key 

parameters [Kuhn M. (2016)] and let the machine learning algorithm use 

the full range of these parameters. The model with the best accuracies can 

be called as model with best parameters. Initial part of this section sum-

marizes results obtained from Artificial Neural Network (ANN) method 

(Table 3) to define the good model based on Cost and MCC (Table 2) for 

30,000 clients. These sample results are presented to explain the follow-

ing: 

 

(1) Model with best parameters may not be the most cost-effective 

model.  

(2) Models with better specificity after implementation of the cost 

function are the models best suited for our analysis. 

(3) Models with higher drop in MCC (Old MCC vs New MCC) might 

be lower cost but not chosen as that is not good for our method-

ology. 

(4) In models with resampled data; the cost function provides “Old 

Cost” which is the selected as cost of that model as the “New 

Cost” might be lower but the drop in MCC is significant drop in 

MCC (as much as 50% or more in many cases) 

(5) A minor drop in MCC (as much as about 10%) may be acceptable 

if the cost reduces significantly. 

Further, later part of this section summarizes (Table 4) results for all ma-

chine learning methods which includes cost of the model with (1) Original 

data, (2) down-sampled data, (3) up-sampled data, (4) Minority sampling 

(SMOTE) and (5) Random over-sampling (ROSE) All the models are cho-

sen based on the methodology of low cost with significantly good MCC. 

 

Table 3. Results from Artificial Neural Networks (ANN) 

 

 
 

 

4.2 Sample Results (ANN) 

A summary of best model chosen from the cost perspective for each ma-

chine learning method are presented here. These results explain the fol-

lowing 

 

(1) With different cost factors, best models may be different (i.e. with 

original data or with resampled data). No correlation with cost 

factor is observed from the results. 

(2) Majority of the models with higher cost factor have shown signif-

icant reduction in MCC. This implies that the decision makers 

must carefully decide the cost factor to avoid risk of losing poten-

tial customers. 

(3) Penalized methods have failed to show improvement in results in 

comparison to model with original data. 

(4) SMOTE data generation method has also failed to provide good 

results. 

4.3 Result Summary 

Following conclusions can be summarized for different cost factors (10 

and 15) presented in Table 4. 

  

(1) With different cost factors; lowest cost model can be from differ-

ent machine learning methods. 

(2) With different cost factors; even though the best machine learning 

method is same, the model can be from original or resampled data. 

(3) Higher cost factors have higher cost improvement but penalty on 

the MCC as in some models it reduces significantly. 

(4) Regression and Discriminant Analysis are poorly performing 

models for this type of data. 

At this stage; it seems difficult to establish which method is the best and 

based on which type of data (resampled or original). An initial look in the 

results are shown in table below: 

 

Table 4. Summary of results from all Machine Learning Methods  

 

 

5 Analysis and Discussion 

Overall 

Accuracy

Old 

Sens

Old 

Spec

New 

Sens

New 

Spec

Old 

MCC

New 

MCC

Old 

Cost

New 

Cost

0.820 0.952 0.354 0.853 0.569 0.40 0.41 14613 10657

0.821 0.951 0.359 0.859 0.549 0.40 0.40 14512 11046

0.823 0.954 0.361 0.853 0.559 0.41 0.40 14451 10863

0.824 0.951 0.372 0.853 0.549 0.41 0.39 14221 11084

0.821 0.952 0.356 0.855 0.556 0.40 0.40 14566 10918

0.822 0.955 0.349 0.852 0.557 0.40 0.40 14709 10922

0.821 0.948 0.371 0.844 0.567 0.40 0.40 14285 10766

0.823 0.951 0.369 0.856 0.546 0.41 0.39 14293 11132

0.823 0.952 0.366 0.852 0.562 0.41 0.40 14351 10805

Overall 

Accuracy

Old 

Sens

Old 

Spec

New 

Sens

New 

Spec

Old 

MCC

New 

MCC

Old 

Cost

New 

Cost

0.820 0.950 0.358 0.711 0.693 0.40 0.35 21613 12392

0.822 0.952 0.360 0.724 0.696 0.40 0.36 21551 12204

0.821 0.951 0.364 0.726 0.679 0.40 0.35 21415 12756

0.821 0.948 0.370 0.710 0.685 0.40 0.34 21238 12682

0.821 0.954 0.349 0.707 0.698 0.40 0.34 21880 12291

0.821 0.951 0.363 0.749 0.658 0.40 0.36 21443 13284

0.821 0.947 0.377 0.713 0.692 0.41 0.35 21023 12420

0.821 0.955 0.346 0.729 0.675 0.40 0.35 21965 12870

0.823 0.952 0.364 0.738 0.673 0.41 0.36 21401 12857

Cost Factor = 10 (lowest cost of 10657)

Cost Factor = 15 (lowest cost of 12204)

Model with highest accuracy

Model with lowest cost

For Cost Factor = 10

S. No Machine Learning Method
SubSampling/ 

Synthetic Data
Cost MCC

1 Random Forest DownSampled 9478 0.37

2 Decision Tree ROSE 9499 0.33

3 Naïve Bayes - 9704 0.31

4 Artificial Neural Networks DownSampled 9817 0.38

5 K-Nearest Neighbor - 10333 0.28

6 Linear Discriminant Analysis DownSampled 10429 0.31

7 Ridge Regression UpSampled 10597 0.26

8 Logistic Regression - 10676 0.26

9 Penalized Linear Discriminant UpSampled 11235 0.37

For Cost Factor = 15

S. No Machine Learning Method
SubSampling/ 

Synthetic Data
Cost MCC

1 Random Forest - 11435 0.30

2 Artificial Neural Networks - 12204 0.36

3 Decision Tree ROSE 13129 0.33

4 Linear Discriminant Analysis - 13272 0.24

5 Naïve Bayes - 13379 0.31

6 K-Nearest Neighbor - 14272 0.28

7 Logistic Regression DownSampled 14721 0.26

8 Ridge Regression DownSampled 14721 0.26

9 Penalized Linear Discriminant - 16205 0.37
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It can be concluded from summarization of results (Section 4) that random 

forest is the best method for both down-sampled as well as the original 

data when the cost factor is 10.  

 

Random forest models works well as for factor like cost a single model 

is not well suited by the fact that it has high variance due to multiple fac-

tors. On average, combined estimator using bagging based ensemble 

method like random forest works better as its variance is reduced.  

 

A plot of the cost vs cost factor for random forest (Fig 4) was generated 

to present the difference between downs-sampled and original data. 

  

 

 
 

Fig. 4. Random Forest. Original vs. down-sampled train data 

 

Similarly, in Fig 5 cost vs cost factor for ANN also represents difference 

between down-sampled and original data. 

 

 

Fig. 5. Artificial Neural Networks. Original vs. down-sampled train data 

 

From Fig. 4 and Fig. 5 it can be concluded that for low cost factor the 

down-sampled data presents better results than the original data. This is 

because; results from down-sampled data are linear in nature while the 

results from original data have non-linear characteristics. From risk man-

agement perspective, linear trends are in general not preferred. Non-line-

arity has more cofactors and hence more accurate which can be witnessed 

from the analysis. Therefore, it can be established that overall original data 

is better in terms of balance of cost vs accuracy. Also, no significant sav-

ings in cost is observed in terms of cost with down-sampled data, as com-

pared to original data which provides greater number of savings for higher 

cost factors. Therefore, a non-linear model should be selected. 

Similarly, random forest can be considered as best method only in the 

case of best cost outcome, because of the same reasons explained above.  

As seen in the figure below (Fig 6); random forest also has non-linear out-

come with lower cost in comparison to any other method. 

 

 
 

Fig. 6. Comparison of Machine Learning Methods. 

For selected test data; Sample outcome of the confusion matrix is shown 

below: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
Fig. 7. Sample Results. (Confusion Matrix for 30,000 clients) 

 

A significant reduction in the cost (30%) is observed by maintaining rea-

sonably good MCC and Accuracy (Fig 7) is shown. Hence, random forest 

model should be utilized for any test set with original data. 
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6 Conclusion 

This paper discusses 7 machine learning methods as defined in Section 1, 

and compares the performance of each method by considering cost-effec-

tiveness. Each method is compared by using a cost function developed to 

penalized defaulters predicted as not defaulters. For a single cost factor, 

there are multiple results available from the confusion matrices and MCC. 

However, over a range of cost factors among all 7 machine learning 

methods, only Random forest and artificial neural networks not only re-

sulted in lower cost but also shows non-linearity in incurred cost per cus-

tomer. Among these two methods, Random forest has the lowest cost over 

a larger range of cost factors.  

In addition, random forest models have longer run-times and if one de-

sire to have a better Matthew’s Correlation Coefficient, Artificial Neural 

network is a better method. Choosing ANN model will also mean that the 

financial institution is more likely to take a little more risk which may be 

good as well.  

In course of performing this analysis it was also noted that majority of 

machine learning methods used credit limit, billing & payment infor-

mation with more importance. Random forest method was an exception 

and used Age as one of the top 5 variables. However, other discriminant 

variables like marital status, gender, education etc. are not as important as 

timely payments and credit limit across all 7 methods. 

Overall our analysis indicates that the credit card default depends non-

linearly on various factors. Therefore, ensemble method such as Random 

Forest and non-linear discriminators such as Neural Networks outper-

formed other models. We also used the Matthew’s Correlation Coeffi-

cient, which has been shown to be a valid metric for evaluating model 

performance [Chen 2015]. 
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Abstract 

Although servant leadership has been a popular philosophy for almost 50 years, it is only recently that peer-reviewed instruments with 

evidence of validity and reliability have emerged. A question related to the measurement of servant leadership is to what degree the 

instrument(s) are measuring constructs similar to leader personality. In this study 116 working adults completed a self-assessment of 

the big-five personality dimensions and their self-assessment of servant leadership using the Servant Leadership Survey. An explora-

tory factor analysis found that four of the nine scales of the Servant Leadership Survey appear to be measuring a construct similar to 

the personality dimension of agreeableness, but different from the other big-five dimensions of personality. 

 

Keywords: Leader Personality, Servant Leadership, Factor Analysis  

 

 

1 Introduction  

Up until the mid-2000’s, servant leadership was a popular philosophy but 

generally lacked a testable set of constructs. A step toward a more concrete 

definition occurred in 1995 with Spears’ 10 aspects of servant leadership 

(1995). Barbuto and Wheeler (2006); Liden, Wayne, Zhao and Henderson 

(2008); Sendjaya, Sarros and Santora (2008); and van Dierendonck and 

Nuijten (2011) have each developed instruments to measure servant lead-

ership. Each instrument has an associated peer-reviewed article that de-

scribes the development, reliability and validity of the instrument. The in-

strument used in this study was the Servant Leadership Survey by van Di-

erendonck and Nuijten (2011). Table 1 provides the dimensions measured 

by the instrument. 

As theories progress and instruments are developed to measure those 

theories, two of the psychometric properties that gradually become clearer 

with increased reporting on an instrument are convergent and discriminant 

validity. Convergent and discriminant validity are considered subcatego-

ries of construct validity. To establish construct validity, we need to show 

that both convergent and discriminant validity are demonstrated. Conver-

gent validity means two measures of constructs that theoretically should 

be related, are in fact related. Convergent validity can be established if two 

similar measures of a construct correspond with one another by calculating 

correlation coefficient. Correlations between theoretically similar 

measures should be high, while correlations between theoretically dissim-

ilar measures should be low.  

Table 1. Dimensions of the servant leadership survey 

Empowerment Is a motivational concept focused on enabling 

people and encouraging personal development 

Accountability Is holding people accountable for performance 

they can control 
Standing Back Is about the extent to which a leader gives prior-

ity to the interests of others first and gives them 

the necessary support and credits. 

Humility Is the ability to put one’s own accomplishments 

and talents in a proper perspective 

Authenticity Is closely related to expressing the “true self,” 

expressing oneself in ways that are consistent 

with inner thoughts and feelings 

Courage Is daring to take risks and trying out new ap-

proaches to old problems 
Interpersonal 

Acceptance 

Is the ability to understand and experience the 

feelings of others, understand where people come 

from and the ability to let go of  

perceived wrongdoings and not carry a grudge 

into other situations 

Stewardship Is the willingness to take responsibility for the 

larger institution and go for service instead of 

control and self-interest 

http://www.ibii-us.org/Journals/JMSBI/
mailto:ysun@ollusa.edu
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Discriminant validity tests whether measures of constructs that the-

oretically should not be related to each other are, in fact not related. Dis-

criminant validity applies to two dissimilar constructs that are easily dif-

ferentiated. A successful evaluation of discriminant validity shows that a 

test of a concept is not highly correlated with other tests designed to meas-

ure theoretically different constructs.  

Of the constructs for which there may be insufficient discriminant 

validity for the Servant Leadership Survey, personality is a logical possi-

bility. While there are multiple models of personality, a frequently used 

model is the Big-Five model. This model conceptualizes personality as a 

combination of openness to new experiences, conscientiousness, extraver-

sion, agreeableness, and neuroticism.  As theories progress and instru-

ments are developed to measure those theories, two of the psychometric 

properties that gradually become clearer with increased reporting on an 

instrument are convergent and discriminant validity. Convergent and dis-

criminant validity are considered subcategories of construct validity. To 

establish construct validity, we need to show that both convergent and dis-

criminant validity are demonstrated. Convergent validity means two 

measures of constructs that theoretically should be related, are in fact re-

lated. Convergent validity can be established if two similar measures of a 

construct correspond with one another by calculating correlation coeffi-

cient. Correlations between theoretically similar measures should be high, 

while correlations between theoretically dissimilar measures should be 

low.  

Table 2. Dimensions of personality 

 

Domain Higher Lower 

Extraversion Like People  

Prefer Large Groups 

and Gatherings 

Assertive, Active, 

and Talkative 

Reserved but Not Nec-

essarily Unfriendly 

Independent Rather 

Than a Follower 

 

Openness Curious about Both 

Inner and Outer 

Worlds 

 

Prefer Familiar to the 

Novel 

 

Agreeableness Fundamentally Al-

truistic Sympathetic 

to Others and Eager 

to Help Them 

Disagreeable or Antag-

onistic Toward People 

Skeptical of Others' In-

tentions 

Conscientiousness High Degree of Or-

ganization, Persis-

tence, Control and 

Motivation in Goal 

Directed Behavior 

More Lackadaisical in 

Working Toward Goals 

Neuroticism Identifies Individu-

als Who Are Prone 

to Psychological 

Distress 

Emotionally Stable 

Usually Calm, Even-

Tempered and Relaxed 

The explanations for each of the big five personality types are based on: McCrae, R. 

R. and Costa, P. T., Psychological Assessment Resources, Inc. (2010). NEO inven-

tories for the NEO Personality Inventory-3 (NEO-PI-3), NEO Five-Factor Inventory-

3 (NEO-FFI-3), NEO Personality Inventory-Revised (NEO PI-R): Professional man-

ual. Lutz, FL: PAR. 

2 Purpose of the Study 

Discriminant validity tests whether measures of constructs that the-

oretically should not be related to each other are, in fact not related. Dis-

criminant validity applies to two dissimilar constructs that are easily dif-

ferentiated. A successful evaluation of discriminant validity shows that a 

test of a concept is not highly correlated with other tests designed to meas-

ure theoretically different constructs.  

Of the constructs for which there may be insufficient discriminant 

validity for the Servant Leadership Survey, personality is a logical possi-

bility. While there are multiple models of personality, a frequently used 

model is the Big-Five model. This model conceptualizes personality as a 

combination of openness to new experiences, conscientiousness, extraver-

sion, agreeableness, and neuroticism.  

The purpose of this study was to analyze the degree to which scales 

of the Servant Leadership Scale (SLS) discriminate from the scales of 

the big-five personality model. Put simply, to what degree do the scales 

of the SLS measure something different than leader personality.  

3 Previous Research 

3.1   Leader Personality and Ratings of Servant Leadership   

Two empirical studies were found in the peer-reviewed literature 

related to leader personality and ratings of servant leadership. Politis and 

Politis (2012) administered an abbreviated version of Page and Wong’s 

(2000) Servant Leadership Profile. In this study, leaders self-assessed 

their personality and the degree to which they believed they were servant 

leaders. Leader openness, conscientiousness, extraversion and agreeable-

ness were moderately to strongly positively related to all of subscales of 

the servant leadership instrument. Neuroticism was weakly negatively 

correlated with each servant leadership subscale. 

3.2   Leader Personality and Other Aspects of Leadership 

Besides Servant Leadership   

Table 4. Leader Conscientiousness and Ratings of Leadership 

 

Leadership Dimension k N Effect 

Management by Exception Active* 6 1,469 -.04 

Contingent Reward* 6 1,469 .03 

Passive Leadership* 7 1,564 .04 

Managerial Performance* 44  8,678  .10 

Intellectual Stimulation* 8 1,828 .11 

Individual Consideration* 8 1,828 .11 

Transformational Leadership* 19 3,887 .15 

Charisma* 9 1,706 .22 

Leader Emergence** 20 NP .24 

Leader Effectiveness ** 17 NP .24 

k is the number of effect sizes, N is the total sample size from those k studies, NP 

indicates the total N was not provided, effects provided are as follows: *Bono & 

Judge, (2004) reported the estimated population correlation; Judge, **Bono, Ilies & 

Gerhardt, (2002) reported the estimated corrected correlation; ***Barrick, Mount & 

Judge, (2001) reported the estimated true correlation. 

Washington, Sutton and Feild (2006) administered Dennis and 

Winston’s (2003) 23-item servant leadership scale to 283 followers of 
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155 supervisors. Supervisors reported their own personal agreeableness 

using 12 items from Costa and McCrae’s (1998) NEO Five-Factor In-

ventory. A moderate positive correlation was found between the leaders’ 

personality facet of agreeableness and follower ratings of those leaders’ 

use of servant leadership (r = .38, p < .01). 

The combination of leader personality and leadership style have 

been studied extensively. To date, that primary body of literature has 

been done of the full range mode of leadership, leader emergence and 

leader effectiveness (Green, 2015). 

Table 3 provides a summary of three meta-analyses related to 

leader openness and follower ratings of leadership style.  
Table 4 provides a summary of three meta-analyses related to 

leader conscientiousness and follower ratings of leadership style. Gener-
ally, while the effect sizes are also weak to moderate, the overall conclu-

sion from the literature is that leader conscientiousness is related to sev-
eral dimensions of leadership. 

 
Table 4. Leader Conscientiousness and Ratings of Leadership 

Leadership Dimension k N Effect 

Passive Leadership* 7 1,564 -.11 

Management by Exception Active* 6 1,469 -.02 

Contingent Reward* 6 1,469 .02 

Intellectual Stimulation* 8 1,828 .03 

Charisma* 8 1,605 .05 

Individualized Consideration* 8 1,828 .11 

Leader Effectiveness** 18 NP .11 

Transformational Leadership* 18 3,516 .13 

Managerial Performance*** 60  11,325  .25 

Leader Emergence** 17 NP .33 

k is the number of effect sizes, N is the total sample size from those k studies, 

NP indicates the total N was not provided, effects provided are as follows: *Bono 

& Judge, (2004) reported the estimated population correlation; Judge, **Bono, 

Ilies & Gerhardt, (2002) reported the estimated corrected correlation; ***Bar-

rick, Mount & Judge, (2001) reported the estimated true correlation. 

 
Table 5 provides a summary of three meta-analyses related to 

leader extraversion and follower ratings of leadership style. As seen with 

the previous two personality dimensions, while effect sizes are weak, the 

overall conclusion from the literature is that leader extraversion is related 

to dimensions of leadership. 
 

Table 5. Leader Extraversion and Ratings of Leadership 

Leadership Dimension k N Effect 

Passive Leadership* 6 1,310 -.09 

Management by Exception Active* 5 1,215 -.03 

Contingent Reward* 5 1,215 .14 

Intellectual Stimulation* 7 1,574 .18 

Individual Consideration* 7 1,574 .18 

Managerial Performance***  67  12,602 .21 

Charisma* 9 1,706 .22 

Transformational Leadership* 2

0 

3,692 .24 

Leader Effectiveness** 2

3 

NP .24 

Leader Emergence** 3

7 

NP  .30 

k is the number of effect sizes, N is the total sample size from those k studies, 

NP indicates the total N was not provided, effects provided are as follows: 

*Bono & Judge, (2004) reported the estimated population correlation; Judge, 

**Bono, Ilies & Gerhardt, (2002) reported the estimated corrected correlation; 

***Barrick, Mount & Judge, (2001) reported the estimated true correlation. 

 

Table 6 provides a summary of three meta-analyses related to 

leader agreeableness and follower ratings of leadership style. Generally, 

while the effect sizes are weak, the overall conclusion from the literature 

is that leader openness is weakly related to several dimensions of leader-

ship.  

Table 6. Leader Agreeableness and Ratings of Leadership 

Leadership Dimension k N Effect 

Passive Leadership* 7 1,564 -.12 

Management by Exception Active* 6 1,469 -.11 

Managerial Performance***  5

5  

9,864  .10 

Transformational Leadership* 2

0 

3,916 .14 

Intellectual Stimulation* 8 1,828 .14 

Individual Consideration* 8 1,828 .17 

Contingent Reward* 7 1,622 .17 

Charisma* 9 1,706 .21 

Leader Effectiveness** 1

9 

NP .21 

k is the number of effect sizes, N is the total sample size from those k studies, NP 

indicates the total N was not provided, effects provided are as follows: *Bono & 

Judge, (2004) reported the estimated population correlation; Judge, **Bono, Ilies 

& Gerhardt, (2002) reported the estimated corrected correlation; ***Barrick, 

Mount & Judge, (2001) reported the estimated true correlation. 

 

 

Table 7 provides a summary of three meta-analyses related to 

leader neuroticism and follower ratings of leadership style. Generally, 

while the effect sizes are weak, the overall conclusion from the literature 

is that leader neuroticism is weakly and negatively related to several di-

mensions of leadership, with the exception of weak positive relationships 

with Management by Exception Active and Passive Leadership. 

 

Table 7. Leader Neuroticism and Ratings of Leadership 

Leadership Dimension k N Effect 

Managerial Performance*** 63 11,591 -.09 

Individual Consideration* 9 1,772 -.10 

Contingent Reward* 7 1,532 -.10 

Intellectual Stimulation* 9 1,772 -.12 

Transformational Leadership* 18 3,380 -.17 

Charisma* 10 1,650 -.17 

Leader Effectiveness** 18 NP -.24 

Leader Emergence** 30 NP -.22 

Management by Exception Active* 7 1,532 .02 

Passive Leadership* 8 1,627 .05 

k is the number of effect sizes, N is the total sample size from those k studies, NP 

indicates the total N was not provided, effects provided are as follows: Bono & 

Judge, (2004) reported the estimated population correlation; Judge, Bono, Ilies & 

Gerhardt, (2002) reported the estimated corrected correlation; Barrick, Mount & 

Judge, (2001) reported the estimated true correlation. 
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Table 8. Comparison of Leader Personality, Relationships Between 

Transformational and Servant Leadership 

 

 O C E A N 
Transformational 

Leadership 

k = 18 to 20 

P = .15 

FR 

P = .13 

FR 

P = .24 

FR 

P = .14 

FR 

P = -.17 

FR 

Servant 

Leadership 

k = 2 

Mod to 

Strong 

LR 

Mod to  

Strong 

LR 

Mod to 

Strong 

LR 

r = .38 FR 

 

Mod to 

Strong 

LR 

Mod to 

Strong 

LR 

FR indicates Leaders Rated Themselves on Personality and Followers Rated the 

Leader on Leadership. LR indicates Leaders Rated Themselves on both Personality 

and Leadership. Columns are for Openness, Conscientiousness, Extraversion, 

Agreeableness, and Neuroticism  

4 Sample 

The sample from this study consisted of 116 working adults from 

Houston, San Antonio, Laredo and smaller cities throughout south 

Texas. The working adults came from a wide mix of small, medium and 

large organizations, both for and non-profit. Participant ages ranged from 

29 to 71 with concomitant years of work experience. Seventy-three per-

cent of the participants were female, and 27% were male. The sample 

ethnicity composition consisted of 67% Hispanic, 21% White, 9% Black 

and 3% “other” ethnicities such as Asian and American Indian.  

All participants held master’s degrees and had professional work 

experience. The areas of master’s preparation, however, was typically in 

a discipline other than leadership. Typical master’s degrees included 

business, education, sociology/social work, psychology and counseling, 

and various computer information systems areas. Each participant had 

been selected for admission as a part-time student in a doctoral program 

in leadership studies. As part of the orientation to the program, the stu-

dents self-assessed their personality using the Mini-International Person-

ality Item Pool and the Servant Leadership Survey. The self-assessments 

occurred prior to the beginning of training/education in theories of per-

sonality and servant leadership. 

5 Instruments 

5.1   Mini-International Personality Inventory Pool 

Donnellan et al. (2006) created the Mini-International Personality 

Item Pool (Mini-IPIP) (2006) with consideration of the need to assess 

each personality domain, while retaining desirable psychometric proper-

ties of validity and reliability (Baldasaro et al., 2013). Donnellan et al. 

(2006) noted the Mini-IPIP (2006) was based on the 50-item Interna-

tional Personality Item Pool Five-Factor Model (IPIP-BF) measure 

(Goldberg, 1999) and was “developed and validated across five studies.”  

The Mini-IPIP is a 20-item instrument which covers all five traits, with 

only four questions per trait, measured on a five-point Likert scale (Bal-

dasaro et al. 2013).  

The instrument was developed and validated through five studies. 

According to Donnellan et al. (2006), the first study administered the in-

strument to a large sample (N = 2,663) of students from multiple colleges 

and universities.  The second study had a smaller sample (N = 329) and 

was used to examine how well the Mini-IPIP related to the Big Five, the 

IPIP FFM, and the TIPI. Study three examined relativity to another Big-

Five measure and criterion measures. Studies four and five focused on 

the test-retest reliability for both short-term and long-term scales and cri-

terion levels. The five studies revealed internal consistencies which were 

consistent, and were at, or above, (α = .60) (Donnellan et al. 2006).  

Researchers have continued to assess reliability and validity of this 

instrument since its creation in 2006. Cooper, Millie, and Corer (2010) 

conducted a confirmatory factor analysis on the Mini-IPIP. Participants 

(N = 1,481) took the assessment online. The mean scores for each scale 

were broadly consistent with the previous data of Donnellan et al. 

(2006). Cronbach’s alpha scores were also found to be acceptable. 

Cooper et al. (2010) concluded that the Mini-IPIP is a good instrument to 

be used in situations with time constraints with Cronbach’s alpha scales 

for each at: Conscientiousness (α = .65), Extraversion (α = .71), Agreea-

bleness, (α = .70), Openness (Intellect/Imagination) (α = .65), and Neu-

roticism (α = .62) (Baldasaro et al., 2013).  

5.2 Servant Leadership Survey  

The instrument underwent three stages in its development. In the 

first stage, 688 volunteers completed an early version of the survey that 

had 99 items. Based on those data, the authors conducted an exploratory 

factor analysis (EFA) that found fourteen factors with eigenvalues greater 

than 1. An iterative set of exploratory factor analyses using Varimax and 

Oblimin rotation eventually produced a six-factor model based on 28 

items. At this stage of development, neither Humility nor Stewardship 

loaded on a unique single component. The authors added 11 additional 

questions designed to measure those hypothesized dimensions. This re-

sulted in 39 possible questions. 

The authors next asked an additional 263 individuals to complete the 

39-question instrument. Based on those responses, the authors conducted 

a confirmatory factor analysis (CFA). Following the initial CFA, nine 

questions were removed. The reduced 30-question model produced a good 

fit for an 8-factor model (Χ2 = 623, df = 377, CFI = .93, TLI = .92, SRMR 

= .05, AIC = 19354, RMSEA = .05).  

The authors next asked an additional 236 individuals to complete the 

30-question survey. The authors repeated a CFA with these data and again 

found support for an 8-factor model (Χ2 = 600, df = 397, CFI = .94, TLI = 

.93, SRMR = .06, AIC = 17148, RMSEA = .05). 

The combined sample of all three studies demonstrated Cronbach 

Alpha scores of .89 for empowerment (7 items), .81 for accountability (3 

items), .76 for standing back (3 items), .91 for humility (5 items), .82 for 

authenticity (4 items), .69 for courage (2 items), .72 for forgiveness (3 

items) and .74 for stewardship (3 items). 

Seven of the eight scales from the Servant Leadership Survey were 

correlated in the range of .47 to .85 with the seven scales of the Servant 

Leadership Scale (Liden, Wayne and Henderson 2008). The accountabil-

ity scale of the Servant Leadership Survey was either uncorrelated or cor-

related at .20 or below for the seven scales of the Servant Leadership 

Scale.  

Five of the eight scales were highly correlated with leader-member 

exchange LMX-7 scores in the range of .38 to .85. Three of the Servant 

Leadership Survey scales were also highly correlated with the subscales 

of Rafferty and Griffin’s (2004) measure of transformational leadership. 

Six of the Servant Leadership Survey scales were also highly correlated 

with the Brown Ethical Leadership Survey (2005). 

 



Y. Sun et al. / Journal of Management Science and Business Intelligence 2017 2(2) 42-47 

46 

 

6 Results 

Table 9 provides an initial analysis between participant personality 

scores and servant leadership scores. Scores in bold are significant. Gen-

erally, each of the nine dimensions of servant leadership were correlated 

with at least two dimensions of personality. 

 

Table 9. Abridged Correlation Matrix 

 

  O C E A N 

Empower .476** .122 .578** .303** -.292** 

Stand Back .142 -.001 .094 .425** -.161 

Account .190* .590** .197* .160 -.375** 

Forgive .055 .213* .108 .117 -.422** 

Courage .534** -.035 .325** .135 -.139 

Humility .143 .195* .047 .217* -.075 

Authenticity .087 .026 .253** .246** .068 

Stewardship .365** .112 .170 .366** -.192* 

Columns are for Openness, Conscientiousness, Extraversion, Agreeableness, and 

Neuroticism. **. Correlation is significant at the 0.01 level (2-tailed). 

*. Correlation is significant at the 0.05 level (2-tailed). 

 

Table 10 provides the results of an exploratory factor analysis using 

the principal components method with varimax rotation. The factor anal-

ysis identified four factors with Eigenvalues greater than one. Using a fac-

tor loading standard of > .50, the first factor seems to be measuring aspects 

of charismatic leadership. In his 1976 theory of charismatic leadership, 

House posited that, among other things, charismatic leadership includes 

extremely high levels of self-confidence coupled with a strong conviction 

in the moral righteousness of his/her beliefs. This seems to capture much 

for the first factor called charismatic leadership. 

Table 10. Factor Analysis of Personality and Servant Leadership 

 

  CH SL C N 

Courage .78 .08 .11 -.33 

Empower .77 .32 .29 -.11 

Openness .73 .16 -.04 .13 

Extroversion .68 .05 .03 .26 

     
Stand Back .16 .71 .14 -.08 

Authenticity .12 .66 -.12 -.10 

Humility -.12 .62 .24 .16 

Stewardship .38 .58 .23 -.02 

Agreeableness .34 .57 -.08 .37 

     
Account .26 .27 .86 -.12 

Conscientiousness -.05 .02 .82 .26 

     
Forgive -.07 .02 .06 .87 

Neuroticism -.33 .05 -.47 -.59 

CH- Charisma, SL-Servant Leadership, C – Conscientiousness,  

N - Neuroticism 

 

Of the five factors of personality, agreeableness is the most likely to be 

associated with servant leadership. The second factor, called servant leadership 

contains agreeableness and four dimensions from the Servant Leadership Sur-

vey (SLS). 

The third factor was labeled conscientiousness. one of the facets of con-

scientious is called dutifulness, which is defined as am emphasis on the im-

portance of fulfilling moral obligations. This partially explains why the ac-

countability scale of the SLS loaded with the personality dimension of consci-

entiousness. 

Finally, neuroticism loaded inversely with the SLS scale of forgiveness. 

One of the facets of neuroticism is called angry hostility and is defined as the 

tendency to experience anger and related states such as  

frustration and bitterness. This likely explains why neuroticism loaded in-

versely with the SLS scale of forgiveness. 

7 Summary 

After forty years as a philosophy without empirical support, in the last 

decade instruments have been developed to measure servant leadership. To 

date, however, none of those instruments seems to have emerged as a dominant 

choice for researchers. In 2016, Hoch, Bommer, Dulebohn and Wu published a 

meta-analysis related to servant leadership. While the studies analyzed for 11 

different outcome variables ranged from 4 to 11, the fact that a meta-analysis 

has now been published supports the contention that interest in empirical re-

search related to servant leadership is increasing.  

The results of this analysis indicate that standing back, authenticity, hu-

mility and stewardship may be the most likely scales to be measuring something 

different that leader personality. Even, however, within these four scales, two 

are often measured by other scales. The HEXACO-PI-R is a humility scale that 

some researchers argue should be considered a sixth dimension of personality 

(Lee, 2013). Authentic leadership (Avolio, Gardner, & Walumbwa, 2007) has 

been researched in dozens of peer-reviewed articles (Hoch, Bommer, Dulebohn 

& Wu 2016). 

Given these additional, possible overlaps, perhaps the scales from the SLS 

that are most unique to servant leadership are the scales that measure standing 

back and stewardship. 
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